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Abstract

The topic of business values of information technology investments has been researched extensively in the past two decades.  However, the cumulative research results are far from establishing a standard and valid methodology for the topic.  The literature shows that research on IS values differs along the dimensions of subject industries, time periods, analysis models, IT types, and firm characteristics.  The mixed research results may be due to mismeasurements, time lags between IT applications and performance, mismanagement of IT investments, and misapplications of analysis tools.  This research project focuses on the issue of time lag effect of IT investments on company performance.

We adopted the manufacturing companies in the InformationWeek 500 as the data set.  The independent variables are IS budget/sales, inventory turnover, research and development expenses/sales, and the q ratio.  The dependent variables include earnings per employee, earnings per sales dollar, earnings per asset dollar, and earnings per common equity dollar.  The IS budget figures are estimates from the InformationWeek magazine, and the other financial data are from the CompuStat database.  The independent variables are from year 1995, and the dependent variables from years 1995, 1996, 1997, and 1998.  For each pair of the years of the independent and dependent variables, all independent variables were regressed against each dependent variable.  The regression process yielded 16 models, among which 6 are statistically significant. The significant independent variables include the q ratio and inventory turnover.  

Since the q ratio was confirmed to be positively associated with IS expenditure and investment quality, the significance of q ratio in this research further supports the positive effect of IS investment on company productivity and profitability.  In addition, since all the significant models are the time lag models with at least one-year lag between the independent values and dependent values, there is preliminary evidence on the time lag effect of IT investment.

1. INTRODUCTION

The business values of information technology investments have been a research area under close scrutiny in the past two decades.  Brynjolfsson (1993) summarized thoroughly the research findings from different studies between 1986 and 1993.  He concluded that the mixed research findings are due to mismeasurements of outputs and inputs, lags between learning and performance, redistribution and dissipation of profits, and mismanagement of information and technology.  Because of the rapid development and implementation of new IT, it has become more and more important to understand the relationship between IT investments and firm performance.  The main puzzle rests on the question of whether a firm with heavy IT investments really outperforms its competitors.  In this research study, we investigated the time lag effect between IT investments and firm performance.  As proposed by Brynjolfsson (1993), a company has to learn and adapt to a new IT before it can benefit from its application.  In other words, if a company has heavy investments in IT in year n, the benefit may not realize until year n+1, year n+2, and so on.  Adopting data from the InformationWeek magazine and the CompuStat database, we ran regression models to predict the profitability and productivity of companies between 1995 and 1998.  The results provide preliminary evidence for the existence of time lag effect on company performance.

2. LITERATURE REVIEW FOR 1993 TO 2000
The literature on IT value before 1993 was thoroughly reviewed by Brynjolfsson (1993).  Briefly, the past research has shown mixed results on the relationship between IT investments and firm productivity.  There are findings of positive effect (Weill 1990, Barua et al. 1991, Siegal & Griliches 1991, Brynjolfsson & Hitt 1993), and negative or neutral effect of IT investments on productivity (Loveman 1988, Morrison & Berndt 1990, Strassman 1990, Roach 1991, Harris & Katz 1989, Parsons et al. 1990).  Cron and Sobol (1983) identified a bimodal distribution of either very good or very bad performance result among heavy IT investors.  Other researchers attributed the mixed results to the problems of data measurements, data qualities, and methodologies (Noyelle 1990, Alpar & Kim 1990, Brynjolfsson 1993).  

The research in this area has remained very active since 1993.  Selected research projects are summarized in Table 1.  The cumulative research results are far from establishing a convergent methodology to measure the business values of IT investments.  IT research projects differ along the dimensions of industries, data sources, time periods, IT investment types, analysis models, and firm characteristics.  In the selected group of research, the two common analysis methods are regression model and Cobb-Douglas function, the largest sample size is 2800 service firms in Germany (Light & Moch, 1999), and the longest examined period is 1948-1996 (Jorgenson & Stiroh, 1999).  Most of the research results reveal positive effects of IT investments.  Peffers & Dos Santos (1996) investigated the time lag effect of ATM on banks' market share and income, which is a study focusing on the time value of IT.  They found that the early adoption of ATM provided benefits over time in a progressive manner.  However, the revealed time lag effect of IT investments is restricted to ATM in the bank industry from 1971 to 1984.  This research intends to investigate the time lag effect of IT investments in the manufacturing industry, with the focus on identifying the significance of time lag effect of IT investments on company productivity and profitability.

3. RESEARCH METHODOLOGY

The data set is 58 manufacturing companies selected from the InformationWeek 500 list in 1995 (InformationWeek Magazine, 1995).  The selection is based on the data availability of companies from the CompuStat database.  Since some companies in the InformationWeek 500 list are not public firms, we reduced the list to 58 companies, whose financial data are available from the CompuStat database.  The InformationWeek 500 list provides the IS budget variable.  The CompuStat database provides closing stock price, number of common share outstanding, preferred stock at liquidation value, current liabilities, current assets, inventory, long term debt, total assets, cost of goods sold, research & development expenses, net income, total employees, common equity, preferred dividend, and net sales.  The above variables are used to construct 4 independent variables and 4 dependent variables as follows:

Independent variables:

1. The q ratio = (MVE + PS + DEBT)/TA

where MVE 
= Closing Stock Price * Number of Common Share Outstanding


PS 
= Preferred Stock at Liquidation Value


DEBT 
= Current Liabilities – Current Assets + Inventory + Long-Term Debt


TA 
= Total Assets


Proxy for Current Assets: 

Cash + Short-Term Investment + Account Receivables



Proxy for Current Liabilities:




Debt in Current Liabilities + Debt Due in 1 Year 

+ Account Payable + Income Taxes Payable

2. Inventory Turnover = Cost of Goods Sold/Inventory

3. Research & Development Expenses/Sales

4. IS Budget/Sales

Dependent variables:

1. Earnings per Employee (Productivity) = Net Income/Total Employees

2. Earnings per Sales Dollar (Profitability) = Net Income/Net Sales

3. Earnings per Asset Dollar (Profitability) = Net Income/Total Assets

4. Earnings per Common Equity Dollar (Profitability) = 

(Net Income – Preferred Dividend)/Common Equity

The independent variables were collected from year 1995, and the dependent variables from year 1995, 1996, 1997, and 1998.  The period selection is restricted by data availability.  For each dependent variable in each year, one multiple regression model was fitted to the data set, which resulted in 16 regression models.  The regression results are presented in Tables 2 – 5.

4. RESEARCH RESULTS

Table 2 presents the results of the first regression model, which uses q ratio, inventory turnover, research/sales, IS budget/sales as the independent variables, and the net income/total number of employees as the dependent variable, representing the productivity of companies, in years 1995, 1996, 1997, and 1998.  The column of 1995 represents the model of having both independent and dependent variables from year 1995.  The column of 1996 represents the model of having independent variables from year 1995 and the dependent variable from year 1996. The column of 1997 represents the model of having independent variables from year 1995 and the dependent variable from year 1997. The column of 1998 represents the model of having independent variables from year 1995 and the dependent variable from year 1998.  The table lists the values of R square, significance F, as well as the t value and p value of each independent variable.  The analysis focus is on the model significance of different years. Specifically, we want to know whether the models are more significant in later years than in earlier years.  From the data, we found that all models except for the 1995 model are significant at the alpha level 0.05.  It provides some evidence that the selected group of independent variables is not associated strongly with the productivity level in the same year, but significantly so in later years.  Inspecting the p values of the independent variables, we identified q ratio as the most influential variable for the model.  The q ratio is a measure for the quality of a firm's investment opportunity set, which was confirmed to have a positive relationship to a firm's IS expenditure (Bharadwaj et al., 1999).  Interestingly, the IS budget/sales is not a significant variable affecting productivity.  That may be due to the inaccurate estimate of IS budget from the InformationWeek.  In addition, IS budget as a single figure includes too many categories of IS expenditures, some of which may not impact productivity directly and significantly.


Table 3 has a similar structure to Table 2 except that the dependent variable is net income/sales, representing the profitability of a company.  Among the four regression models, only the model of one-year time lag, i.e., the model of having the dependent variable from 1996, is significant at the alpha level of 0.01.  The significant independent variables are q ratio (at the alpha level of 0.01) and inventory turnover (at the alpha level of 0.1).  Table 4 has a similar structure to table 2 except that the dependent variable is net income/total assets, which is adopted as the second indicator for the profitability of a company.  The results from Table 4 resemble Table 3, which indicates the one-year time lag model as the only significant regression model.  Similarly, the q ratio and inventory turnover are the only significant independent variables in the regression model.  Table 5 has a similar structure to Table 2 except that the dependent variable is (net income – preferred dividend)/total common equity, which is the third indicator for company profitability in this research.  This table shows that the model with two-year time lag, i.e., the model having the dependent variable from year 1997, is significant at the alpha level of 0.05.  The q ratio is the only significant independent variable at the alpha level of 0.01.  Overall, this research provides preliminary evidence on the significant time lag effects of q ratio and inventory turnover on company productivity and profitability.  Since the q ratio is directly related to IS expenditure and IS project quality, there is some support for the time lag effect of IS investments on productivity and profitability.

5. DISCUSSION AND CONCLUSION

This section analyzes the regression results and concludes the paper.  We divide the analysis into the sections of productivity vs. profitability, IT investment quality vs. quantity, and 1-year time lag effect vs. 2 or 3-years time lag effect.

Comparing the dependent variable productivity (Table 2) with profitability (Tables 3 – 5), their time lag models exhibit different behavior.  Whereas the productivity has all the time lag models (1, 2, and 3-years time lag) being significant, profitability does not show a consistent pattern among the three profitability indicators.  The first (Table 3, net income/sales) and second (Table 4, net income/total asset) profitability indicators have the 1-year time lag model being significant.  On the other hand, the third profitability indicator (Table 5, [net income – preferred dividend]/total common equity) has the 2-years time lag model being significant.  None of the 3-years time lag model is significant for profitability.  This result may indicate productivity as a structural and perspective change that can lead to a lasting organizational effect once achieved by an organization.  The time-lag effect of profitability seems to be a more complex phenomenon to explain than productivity.  However, since none of the same-year (1995) regression models is significant, we can conclude that there exists time lag effect for both productivity and profitability.  The time lag effect is more consistent and lasting for productivity than profitability.  It may be easier to detect the effect of IS investment on productivity than on profitability as profitability can be subject to a higher variety of factors than productivity.  This conjecture has some support from the result that inventory turnover is a significant predictor in the profitability models but not in productivity models (see Tables 3 and 4).  In other words, it requires more predictors to explain profitability.  

Regarding the significance of different predictors, the regression models consistently identify the q ratio as a significant predictor for both productivity and profitability.  The q ratio is a composite index calculating from closing stock price, number of common share outstanding, preferred stock at liquidation value, current liabilities, current assets, inventory, long-term debt, and total assets.  It was originally designed to measure the quality of overall investment for an organization.  As IT investment has been a significant portion of the total investment for the past two decades, the q ratio can be used as an indicator for the quality of IT investment.  Whereas the q ratio is a quality indicator of IT investment, the predictor IS budget/sales represents the quantitative measure of IT investment in terms of monetary value.  Among the 16 regression models, 8 models have the q ratio as a significant predictor (1996, 1997, 1998 in Table 2; 1996 and 1998 in Table 3; 1996 and 1998 in Table 4; 1997 in Table 5), and only 1 model has the IS budget/sales as a significant predictor at the alpha level of 0.1 (1995 in Table 5).  This indicates the superiority of qualitative over quantitative measure of IT investment for predicting its business value.  The predictor research/sales is not significant in any model.  We suspect that may be due to the less significant role of research expense in the manufacturing industry than in other industries such as computing and pharmaceutical.  The predictor inventory turnover is significant at the alpha level of 0.1 in the 1996 model of Table 3.  This result may reflect the more relevance of inventory turnover to profitability than to productivity.

As for the time lag effect, the results show that the 1-year time lag effect is stronger than the 2-years and 3-years.  There is no significant same year effect among all models.  The results confirm Brynjolfsson's (1993) proposition that a company has to learn and adapt to a new IT before it can benefit from its application.  Since the stronger 1-year time lag effect may be due to the specific nature of the IT investment in the sample, the existence of time lag effect is more relevant than the stronger effect of 1-year over 2 or 3-years time lag.  Researchers in the IS value field may want to consider the measurements of at least one year ahead for IT performance result.

Overall, we have confirmed the existence of time lag effect for IT investment in the manufacturing industry during the period of 1995 to 1998.  However, this research is restricted by the availability of industry sample, time period, and variables.  The results need to be generalized by applying the methodology to larger data sets for different time periods.
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56) Table 1  Summary of Selected Literature for IT Investment from 1993 to 2000

	Reference
	Data Source
	Analysis Model
	Findings

	Dos Santos, et al., 1993
	A sample of 97 IT investments in the industries of manufacturing and finance from PR Newswire, PTS Prompt, and CRSP database from 1981 to 1988.
	Capital asset pricing model to estimate abnormal return.  Linear regression model to explain abnormal return by innovative IT investment.
	Innovative IT investments increase firm value, while noninnovative investments do not.

	Barua et al., 1995
	A sample of 77 to 189 manufacturing firms from 1979 to 1983.  Data collected from the MPIT database administered by PIMS at SPI.
	Linear regression model to explain intermediate level and final performance variables by economic input, industry specific exogenous, and macroeconomic exogenous variables.
	IT capital and purchased IT services significantly improve capacity utilization.  IT and non-IT capital significantly improve inventory turnover.  IT capital significantly reduces the relative inferior quality.

	Brynjolfsson & Hitt, 1996
	A sample of 367 large firms from 1987-1991.  Data collected from International Data Group and CompuStat.
	The Cobb-Douglas function to explain sales by computer capital, noncomputer capital, IS staff labor and other labor & expense.
	The gross marginal product for computer capital averaged 81% for the firms in the sample, which is substantial and significant.

	Peffers & Dos Santos, 1996
	A sample of 2534 banks across the US from 1971 to 1984. Data collected from a survey administered by the Federal Deposit Insurance Corporation, Report of Condition and Income filed with the FDIC, Federal Reserve Board of Governors' Annual Statistical Digest, and the Conference of State Bank Supervisors.
	Linear regression models to explain market share and income by adoption times of ATM machine.  Linear regression model, exponential model, and logistic model to explain the benefit increases as a function of benefits already obtained. 
	Early adoption of ATM increases banks' market share and income, which are small in the early years and become larger in later years.  The increasing benefit over time can be modeled by exponential or logistic models.


Table 1  Summary of Selected Literature for IT Investment from 1993 to 2000 (continued)

	Reference
	Data Source
	Analysis Model
	Findings

	Francalanci & Galal, 1998
	A sample of 34 US life insurance companies from 1986 to 1995.  Data collected from the Life office management Association, AMBEST insurance reports, and CompuStat.
	Linear regression models to explain the change in revenue per employee by changes in IT expense, personnel structure, and interaction terms.
	In niche companies, high IT and low clerical and managerial workforce increase productivity, whereas high IT and low professional workforce decrease productivity.  In diversified companies, high IT, low professional, and high clerical and managerial workforce increase productivity.

	Dewan et al., 1998
	A sample of 400+ firms from 1988 to 1992.  Data collected from surveys administered by Computerworld.
	Linear regression model to explain IT capital by the factors of scale (annual sales), scope (related diversification, unrelated diversification, vertical integration, and growth options), and non-IT capital and labor.
	Firms which are more diversified, less vertically integrated, whose market values consist mostly of assets in place make greater IT investment.

	Tam, 1998
	A sample of 106 firms in Hong Kong, Singapore, Malaysia, and Taiwan from 1983 to 1991.  Data collected from Asia Computer Directory, PACAP, and GV databases.
	Linear regression model to explain total shareholder return, return on equity, return on asset, return on sales by computer capital, firm size, and control variables.
	IT investment is not correlated with shareholder's return.  The level of computerization is not much valued by the market, There is no consistent performance measurement of IT investment.


Table 1  Summary of Selected Literature for IT Investment from 1993 to 2000 (continued)

	Reference
	Data Source
	Analysis Model
	Findings

	Teo & Wong, 1998
	A sample of 2641 companies in the retail industry in Singapore.  Data collected from a questionnaire survey.
	Hierarchical regression analysis to model the relationship between intensity of IT investment, information quality, improvement in work environment, managerial satisfaction, and organizational impact.
	IT investment has negligible relationship with information quality and improvement in work environment.  Information quality is positively related to improvement in work environment, managerial satisfaction and organizational impact.  Improvement in work environment is positively related to organizational impact but not to managerial satisfaction.

	Light & Moch, 1999
	A sample of 2800 firms in the service industry in Germany.  Data collected from a survey by the Mannheim Innovation panel for the Service Sector.
	Ordered probit models to explain the productivity, flexibility in adjusting to customer needs, user friendliness, reliability, temporal availability, spatial availability, delivery speed, fulfilling standards & regulations, fulfilling health, ecological, & safety regulations, output level of customers, well-being of customers, productivity of customers, maintenance, and motivation of employees by the independent variables of IT investment, non-IT investment, R&D expenditure, and control variables.
	IT investment has a significant effect on adjusting products to customer needs, user-friendliness of the products, and the temporal availability of services and delivery speed.  Non-IT investment has a significant effect on adjusting products to customer needs, fulfilling legal standards and regulations, and productivity of customers.  R&D expenditure has a significant effect on productivity of the firm and customers.  The interaction effect of IT investment and non-IT investment has strong effect on firm productivity.


Table 1  Summary of Selected Literature for IT Investment from 1993 to 2000 (continued)

	Reference
	Data Source
	Analysis Model
	Findings

	Gera et al., 1999
	Aggregate data in US and Canada from 1971 to 1993.  Data collected from OECD databases.
	The Cobb-Douglas model to explain industry output by labor input, IT capital, non-IT capital, R&D capital, R&D capital in purchases of domestic goods and services, and R&D capital in foreign goods and services.
	IT investments and international R&D spillovers from IT imports significantly contribute to labor productivity in Canadian industries. 

	Francalanci & 

Maggiolini,

1999
	A longitudinal sample from 18 Italian, large, cross-sectional companies from 1988 to 1995.  Data collected in a permanent research observatory.
	Linear regression models to explain the structure cost (working capital) at year i by the structure cost (working capital) without IT and IT cost at year i.
	Higher IT investment significantly lowers coordination costs as measured by working capital and structure cost in an aggregation level.

	Li & Ye, 1999
	A cross-sectional sample of 216 US companies from 1992 and 1994.  Data collected from CompuStat, InformationWeek, and U. S. Industrial Outlook.
	Linear regression models to explain ROA and ROS by IT investment, environmental dynamism, strategy, CEO/CIO distance, and interaction terms.
	Firms in a more dynamic environment, with an externally oriented strategy, and greater IT investment have higher ROA.  Firms in a more dynamic environment and with a greater IT investment have higher ROS.  Firms with greater external orientation and a greater distance between CEO and CIO have lower ROS.

	Bharadwaj et al., 1999
	A sample of 631 cross-sectional firms from 1989-1993.  Data collected from InformationWeek, CompuStat, Compact Disclosures database, and the leading National Advertisers survey.
	Linear regression models to explain Tobin's q by IT expenditure ratios, industry-level control variables, and firm-level control variables.
	IT significantly contributes to a firm's future performance potential, which is captured by the q ratio.


Table 1  Summary of Selected Literature for IT Investment from 1993 to 2000 (continued)

	Reference
	Data Source
	Analysis Model
	Findings

	Jorgenson & Stiroh, 1999
	Aggregate economic data from 1948-1996 reported by the Bureau of Economic Analysis.
	Aggregate production function to relate outputs of investments goods, consumption goods/services, flow of services from consumers' durable goods, of computer portion and non-computer portion, to the inputs of capital services, consumers' durable services, labor input and technology.
	The total factor productivity growth is 0.231 for 1990 – 1996, which is lower than 0.335 for 1973 – 1990.  The technological evolution has not been accompanied by technical change in productivity.

	Bharadwaj, 

2000
	A sample of 56 IT leaders identified from the IT firm list in InformationWeek from 1991 to 1994.
	Mean and median comparison for ROA, ROS, OI/S, OI/E, COG/S, SGA/S, OPEXP/S between the IT leader group and the matched control group using the Wilcoxon Rank Sum Z-statistics.
	The IT leader group has better performance than the matched control groups in all measures.

	Menon et al., 2000
	A longitudinal sample of 50+ hospital data from 1976 to 1994.  Data collected by the Washington State Department of Health.
	The Cobb-Douglas function to explain available beds, adjusted patient days, operating revenues, operating cost, and operating income by IT capital expense, IT labor, medical IT capital, medical capital expense, and medical labor.  Parameters for logarithmic function are estimated using stochastic production frontier method.
	Revenue increases by a factor of 2.9 for every unit increase in IT labor, by 1.1 for medical IT capital.


Table 2  The regression model of net income/employee as the dependent variable

	
	
	1995
	1996
	1997
	1998

	
	R square
	0.0470
	0.2299
	0.1875
	0.1642

	
	Significance F
	0.6265
	0.0069
	0.0243
	0.0460

	q ratio
	t value
	-1.3419
	-3.3702
	-2.5901
	-1.9943

	
	p value
	0.1853
	0.0014
	0.0123
	0.0512

	Inventory

Turnover
	t value
	0.2284
	-1.2978
	-0.9341
	0.6686

	
	p value
	0.8202
	0.1999
	0.3544
	0.5066

	Research/

Sales
	t value
	-0.1791
	-0.3841
	0.7788
	1.0921

	
	p value
	0.8584
	0.9695
	0.4395
	0.2797

	IS budget/

Sales
	t value
	-0.7291
	-0.9427
	-0.1394
	-1.6144

	
	p value
	0.4691
	0.3501
	0.8896
	0.1123


Table 3  The regression model of net income/sales as the dependent variable

	
	
	1995
	1996
	1997
	1998

	
	R square
	0.0249
	0.4569
	0.0540
	0.1229

	
	Significance F
	0.8508
	0.0131
	0.5529
	0.1316

	q ratio
	t value
	-0.9330
	-3.0104
	-1.1830
	-2.0413

	
	p value
	0.3550
	0.0039
	0.2420
	0.0462

	Inventory

Turnover
	t value
	-0.1177
	-1.7776
	-1.1404
	-0.2030

	
	p value
	0.9066
	0.0812
	0.2592
	0.8398

	Research/

Sales
	t value
	0.1233
	-0.0143
	0.0687
	0.5751

	
	p value
	0.9023
	0.9885
	0.9454
	0.5676

	IS budget/

Sales
	t value
	-0.4146
	-0.5540
	0.5307
	-0.9328

	
	p value
	0.6787
	0.5818
	0.5978
	0.3551


Table 4  The regression model of net income/total asset as the dependent variable

	
	
	1995
	1996
	1997
	1998

	
	R square
	0.0300
	0.1832
	0.0327
	0.1010

	
	Significance F
	0.7927
	0.0273
	0.7729
	0.2185

	q ratio
	t value
	-1.1796
	-3.1873
	-0.8805
	-2.2166

	
	p value
	0.2434
	0.0024
	0.3825
	0.0309

	Inventory

Turnover
	t value
	-0.3267
	-1.7054
	-1.1805
	-0.2347

	
	p value
	0.7451
	0.0939
	0.2430
	0.8153

	Research/

Sales
	t value
	-0.8973
	-0.9470
	-0.7463
	-0.1850

	
	p value
	0.3735
	0.3479
	0.4587
	0.8539

	IS budget/

Sales
	t value
	-0.1616
	-0.2779
	0.7602
	-0.5383

	
	p value
	0.8721
	0.7821
	0.4504
	0.5926


Table 5  The regression model of (net income – preferred dividend)/total common equity as the dependent variable

	
	
	1995
	1996
	1997
	1998

	
	R square
	0.0612
	0.0305
	0.1776
	0.0073

	
	Significance F
	0.4909
	0.7949
	0.0320
	0.9824

	q ratio
	t value
	-0.5540
	-1.1277
	-2.6395
	-0.1745

	
	p value
	0.5819
	0.2644
	0.0108
	0.8620

	Inventory

Turnover
	t value
	0.7548
	-0.0602
	-0.3113
	0.1461

	
	p value
	0.4536
	0.9521
	0.7567
	0.8843

	Research/

Sales
	t value
	0.2660
	-0.0528
	0.6616
	0.3583

	
	p value
	0.7912
	0.9580
	0.5110
	0.7214

	IS budget/

Sales
	t value
	-1.7313
	0.1003
	-0.4538
	0.1186

	
	p value
	0.0892
	0.9204
	0.6518
	0.9059


