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Abstract


The primary objective of this paper is to examine the relationship between the use of IT and firm performance in the banking industry.  The increasing use of Information Technology (IT) has resulted in the creation of important cost categories (IT investment and operating costs) that contribute to overhead costs. Although increases in IT spending are expected to increase productivity and profitability, research examining these effects has yielded mixed results, resulting in “the productivity paradox” (Brynjolfsson, 1993).

In this paper, Data Envelopment Analysis (DEA) is utilized to empirically investigate a cost driver analysis model (Mistry, 1999), which incorporates a differentiated IT variable. Data are obtained from a cross-sectional sample of 59 banks from the Functional Cost and Profit analysis data set collected by the Federal Reserve Banks.  


Results demonstrate that differentiated IT variables (Transactional IT use and Strategic IT use) are necessary to examine how IT use can impact firm performance by affecting revenues or by impacting productivity through reducing costs. Further, we demonstrate the utility of Data Envelopment Analysis to evaluate the relative efficiency of individual banks in our sample by estimating the relations among the multiple inputs and performance measures. Results on the sample of 59 banks indicates that many banks appear to be spending more on Transactional IT than on Strategic IT to achieve the same output. This implies that banks are not using Transactional IT as efficiently as they appear to be using Strategic IT.

1.
Introduction

This paper examines the relationship between IT use and firm performance in the banking industry. While it has been difficult to empirically link investment in IT with firm performance due to a number of measurement, model specification and data availability problems (see Bakos, 1987; Kauffman and Weill, 1989; Harris and Katz, 1991; Brynjolfsson, 1993; McKeen and Smith, 1993), the issue remains important. IT costs have grown at an annualized rate of 15% in the last decade, and this is the only area of business in which investment has consistently increased faster than economic growth (Keen, 1991). IT spending in the U.S. economy has increased by more than two orders of magnitude since 1970 and yet productivity, especially in the service sector, has not kept pace. This phenomenon has been dubbed the “productivity paradox” by researchers and has engendered a considerable amount of controversy (Brynjolfsson, 1993). 

In the banking industry, most managers invest in IT with the expectation that the investment will result in higher productivity and/or provide the bank with a stronger market presence and related competitive advantage. With deregulation of the banking industry and the resulting mergers and acquisitions, competition has increased considerably. In this context, understanding and managing costs, including IT costs, has become critical to achieve competitive advantage. 

Senior managers make decisions on how to spend large IT budgets without accurate performance measurement systems on the business value of IT. Within the context of banking, a survey on managing technology found that 55% of the 188 senior executives surveyed stated that the returns on their investments in IT were either good or excellent. However, 50% of the senior executives also stated that they did not have any formal systems in place to measure the return on investment (American Banker Managing Technology Survey, 1988). Thus, examining the impact of IT investment on firm performance remains an important question for IT research.

In this paper, we develop a DEA model to test a cost driver analysis model (Mistry, 1999), which incorporates a differentiated IT variable to examine the differential impact of IT on productivity (costs) and revenues. In the next section, we discuss some of the problems in existing research on the relationship between IT and firm performance and argue for the need to disaggregate the IT variable and utilize better models and methods of analysis to examine this relationship. Then we provide a brief description of the DEA model and present our analysis and results.

2. IT and Firm Performance

Research examining the relationship between investment in IT and firm performance has provided only mixed support for the claim that IT investments systematically add value to firms (Banker and Kaufman, 1988; Harris and Katz, 1991). While some of the first studies to examine the impact of IT on bank performance (Lucas, 1975; Turner, 1985) revealed no relationship between IT and bank performance, other studies (Bender, 1986) documented a relationship between IT expense components (i.e., salaries of IT personnel and CPU expenditures) and cost performance. Many of the problems inherent in empirically testing this relationship have been documented, such as measurement, model specification and data availability problems (see Bakos, 1987; Kauffman and Weill, 1989; Harris and Katz, 1991; Brynjolfsson, 1993; McKeen and Smith, 1993). However, two issues have received a significant amount of attention in the recent research literature on IT and firm performance: 1) treating IT use or investment as a homogenous variable; and 2) problems of model specification. These issues are reviewed in the next section, followed by a discussion of how our analysis addresses these concerns.

IT as an aggregate measure:

In their review of studies examining the value of  IT, McKeen and Smith (1993) note the lack of universal measures of organizational performance with which to link IT investment at the firm level. Many different measures or combinations of variables have been used: e.g. return on assets, return on investment, return on net worth (Cron and Sobol, 1983; Zimmerman, 1988), revenue growth rates or use of key performance ratios such as the ratio of non-interest operating expense to premium income (Bender, 1986). McKeen and Smith also caution that measures of firm performance that are appropriate in manufacturing industries may not be appropriate measures in the service industry. Similarly, there is variation in the measures used to assess IT. Most studies tend to use some measure of total IT expenditures (Bender, 1986; Banker and Kauffman, 1988; Harris and Katz, 1988; Ou, 1990). Other researchers focus on measures of computer ownership, number of applications, type of software capabilities, portfolio of IT applications, and other measures of how a company uses IT (Cron and Sobol, 1983; Alpar and Kim, 1990; Markus and Soh, 1993; Weill, 1989). In studies such as these, IT is treated as an aggregate measure and its impact is examined primarily in terms of increased operating efficiency. 

The fact that IT can also have a significant impact on firm performance by providing a competitive advantage to firms that utilize it strategically has become particularly important in the current context of increased competition. Benjamin et al. (1984) suggested that there are two ways in which a firm’s performance can be made substantially better: 1) improving the firm’s impact in the marketplace; and 2) improving key internal operations, thereby reducing costs or improving services. In the past, IT was primarily used to reduce costs or improve the internal efficiency of the back office function and played a strictly supporting role by replacing labor in the performance of routine and repetitive tasks. However, in the past few decades the role of IT has expanded beyond just the support role to offer new competitive advantages to those firms that take advantage of the strategic opportunities offered by new information technology. 

Differentiating IT use: Transactional and Strategic IT
Criticizing the assumption of IT homogeneity, Weill (1990;1992) has emphasized the need to differentiate between the different management objectives for IT investment, particularly in relation to documenting performance effects. Arguing that different management objectives for IT investment are aimed at influencing different performance measures (increase sales vs. reduce labor costs), Weill (1992) tested the relationship between firm performance and three categories of IT investment: transactional, informational and strategic
. In his study of 33 small to medium sized companies in the valve manufacturing industry, Weill (1992) found no relationship between IT investment and performance when a single measure of IT was used in the analysis. However, when IT investment categorized into the three types was used, he found a positive relationship between transactional IT and ROA and labor productivity. The relationship between strategic IT investment and growth aspects of the firms was only weakly supported, while informational IT did not relate to firm profitability. 

The strategic use of IT is clearly demonstrated in a study of the insurance industry, (Venkatraman and Zaheer, 1990) that examined the impact of a proprietary network linking an insurance firm with its agents. Implementation of the proprietary network had positive effects on the agents’ ability to generate new business, even though it did not result in cost reductions. Similarly, in one of the first studies to provide rigorous model-based empirical evidence on whether IT can provide competitive advantage, Banker and Johnston (1995) examined the market share impact of computerized airline reservation systems. Increases in the use of computerized reservations systems were associated with more significant increases in their owners’ shares of air passenger traffic than with reductions in the costs of reservations, sales labor, and travel agent commissions. 

Strategic Value of IT in Banking

Increasing automation in the banking industry has enabled the use of IT for strategic purposes. For example, the use of IT has enabled an entirely new approach to the distribution of products and services by banks to their customers – electronic banking (Kessler, 1993). Further, since IT radically changes the cost of capturing, storing, and analyzing information, and dramatically changes the value of the historical data represented by a firm’s detailed transaction records of customer interactions, firms can develop flexible pricing strategies and tailored offerings for individual customers (Clemons and Weber, 1994). New applications of IT to develop innovative and strategic initiatives to develop new or more integrated products or to develop differentiated products for specific customer segments have also become the focus of strategic investments in IT for some banks. 

In a series of interviews, the CEOs of three large banks in the U. S. discussed the strategic value of IT and the ways in which it can be applied to everyday business operations (Bank Management, 1990). The CEO of Mellon Bank believes that the bank has differentiated itself from its competitors by offering technology-based products and has increased its revenue-generating capacity. First Wachovia Corporation has developed a voice-response telephone service that provides customers with up-to-date information on a variety of accounts. Finally, CoreStates, a leader in cash management and international electronic collection and transfer of payments, has created a self-service financial center that can accommodate 98% of regular customer transactions, 24 hours a day.

The impact of strategic use of IT on increasing market share and revenues has also been documented empirically. For example, Dos Santos and Peffers (1993) focused on ATMs as an important IT innovation in banking and documented that early adoption of ATMs enabled banks to increase market share and maintain these gains even after a majority of the banks adopted ATMs, and that the gains were greater for larger banks. Similarly, Banker and Kauffman (1988) specifically examined the effects of branch bank ATM terminals and of membership in ATM networks on market share at the branches. Using market share rather than measures of firm profitability, the researchers documented that while membership in ATM networks had a significant and positive impact on market share, the presence of ATMs at branches did not have any noticeable effect. 

Clearly, there are problems when aggregate measures of IT are used in examining the relationship between IT and firm performance. Current research documents the need to delineate the processes and activities through which IT is assumed to have an impact and the importance of differentiating the IT variable and examining whether IT has an impact through increasing cost efficiency or by increasing revenue generation capacity.

Methodological issues in IT and firm performance research:
Methodological issues have also been identified in the research literature on IT and firm performance. Criticizing the tendency to depict the relationship between IT and firm performance as a simple linear relationship, the need to both understand and empirically examine how IT spending gets converted into economic value for the firm has been emphasized (Markus and Soh, 1993). Some researchers have suggested that the effects of IT on firm level performance can only be detected through “a web of intermediate level contributions” and more complex models that can take into account the multiple variables that mediate the impact of IT on firm performance are needed (Crowston and Treacy, 1986; Kaufmann and Kriebel, 1988a,b). 

In one of the few studies that examined the link between IT value and economic performance in the banking industry, Alpar and Kim (1990) developed a methodology based on the microeconomic theory of production. They compared their methodology (microeconomic theory – production function) with the key ratios of IT approach developed by Cron and Sobol (1983) and Bender (1986), and extended by Harris and Katz (1989). The results of both key ratio approaches failed to demonstrate a strong link between IT deployment and enterprise level economic performance for the years 1979 to 1986. On the other hand, Alpar and Kim’s method of modeling bank processes as a multi-output production function revealed that there was a significant cost reduction effect from IT (i.e., a ten percent increase in IT was associated with a decrease in total costs of about 1.9 percent). 

Ou (1990) used a similar multi-output production or cost function approach and combined the economics literature on banking cost efficiency with the management accounting literature on cost driver analysis to examine the operating cost structure of banks in the U.S. Economies of scale effects were demonstrated after controlling for the effects of account size, transaction, product diversity, complexity of the service delivery system, and IT intensity on operating cost efficiency. However, IT intensity although significant, was positively correlated to operating costs. Ou also investigated the effects of the cost drivers on bank’s revenue-generating ability and suggested that prior cost studies that focused only on overhead costs may have drawn incorrect inferences regarding the impact of cost drivers on operating cost efficiency and operating performance. Ou (1990) argued that the negative impacts of some cost drivers were fully compensated by their positive impacts on interest costs and operating revenue. Thus, Ou (1990) demonstrated that a higher degree of IT intensity is associated with higher revenue-generating ability, in addition to higher operating costs. 

To further examine the differential impact of IT on costs and revenues, Mistry (1999; Mistry & Johnston, 2000), developed and estimated a cost driver model, which incorporates differentiated IT variables. The model delineates the effects of three types of cost and revenue drivers (volume, operations, and product-design) on selected costs and revenues, and examines the effects of differential IT use (Transactional and Strategic) on these cost and revenue driver relationships. The model was estimated for two banking functions (Demand Deposits and Commercial Loans), to further emphasize that IT’s impact could vary for different banking functions. Specific hypotheses regarding the moderating effect of IT were tested, drawing on Weill’s (1990) framework to disaggregate IT investment into Strategic and Transactional uses of IT. As predicted, Transactional IT interacted negatively with volume drivers in the labor cost models in Demand Deposits, and attenuated the impact of volume on labor costs, though this was not the case for Commercial Loans. The situation was quite different in the revenue driver models. In this case, the impact of Strategic IT was clearly and consistently positive and significant, suggesting that Strategic IT enabled increasing volume to generate increasing revenues for both Demand Deposits and Commercial Loans. The differential impact of Transactional versus Strategic IT on labor costs and revenues, clearly underscores the importance of disaggregating the IT variable. 

While the utility of models that enable analysis of the differential impact of IT on costs and revenues is clear, methodological problems remain. Typically, the relationship between IT and costs and revenues is assumed to be linear. Further, linear regression based models of analysis are limited to only a single dependent variable. Multiple performance measures or outputs cannot be assessed together. Therefore, in this paper, we use Data Envelopment Analysis (DEA) to reanalyze the cost driver model developed by Mistry (1999; Mistry & Johnston, 2000).  DEA is a mathematical programming approach developed to evaluate the relative efficiency or performance of a set of decision-making units that have multiple performance measures (Charnes, Cooper, and Rhodes, 1978). In the following sections, we present the DEA model, our methodology, and the results of our empirical analysis.

3. 
DEA Model and Methodology

Since this paper extends the cost driver model developed by Mistry (1999; Mistry & Johnston, 2000), we begin by describing this model. This conceptual model consisted of a multivariate system of linear equations of the cost function in banking (modeled by banking function) with six categories of variables: costs and cost drivers, operating revenues and revenue drivers, bank functions and IT use. The rationale for including these variables in the model is explained as follows.

Labor costs are of primary interest, because service in the banking industry is labor intensive as it consists primarily of processing transactions. A transaction can be defined as any change to an account (debit/credit) or any customer event, (an inquiry, credit application, statement or phone/mail contact) (Steiner & Texeira, 1990). Labor costs [defined as total salaries and benefits (full-time equivalents)] are also selected because IT is frequently cited as a major substitute for the use of labor (Banker and Johnston, 1995; Bakos and Kemerer, 1992; Dewan and Min, 1997). The three primary categories of cost drivers (volume-related, operations-based, and product-design drivers) identified in management accounting research (Anderson,1995; Banker and Johnston,1993; Foster and Gupta,1990; Ou, 1990) are also included in the model. These cost drivers are predicted to increase operating costs, which in turn result in a decrease in the profitability of the bank. On the other hand, as revenue drivers these three drivers are expected to increase operating revenues, leading to increased profitability. Further, the relationship between costs and cost drivers or operating revenues and revenue drivers can be moderated by IT if the use of IT alters this relationship. Thus, in addition to costs, the model includes operating revenues and revenue drivers. Operating revenues are defined as net interest income (after deducting interest costs) and non-interest income (service charges, penalty fees and other). Finally, since the model was developed to examine the moderating impact of a differentiated IT variable, measures of Transactional and Strategic IT (Weill, 1990) are also included in the model. Transactional IT is predicted to affect the cost and cost driver relationships as its impact is primarily felt through productivity and efficiency, while Strategic IT use is predicted to affect the revenue and revenue driver relationships as its use is primarily aimed at increasing market share.  

Functional Cost Analysis Data

The data are obtained from the Functional Cost and Profit Analysis data set collected by the Federal Reserve Bank under its Functional Cost Analysis (FCA) program. The sample of commercial banks that comprise the FCA data set is not a random sample of the U.S. banking system. However, it is the best data set available for estimating the model because it provides both financial and operating data, including direct and distributed costs and revenues of separate banking functions, and enables the allocation of support costs, including IT, to functions. 


The data for this study is based on the FCA Plus data set from 1997, which consists of data from 59 banks. Beginning in 1997, the Federal Reserve Bank introduced the FCA Plus program, which collected data at the product level within each function.
 The FCA Plus data set, therefore, consists of detailed data on each bank’s income and expenses, assets and liabilities, and products within each function. It also includes data on support department costs. Seven categories of support department cost center expenses are included: Electronic Fund Transfer-Accumulated Clearing House; ATMs; Facilities Management; Human Resources; Proof and Transit; Data Processing; and General & Administrative. 
Variables and Measures
Table 1 presents the specific measures constructed. The measure for labor cost is the sum of the salary plus benefits costs of full time equivalent personnel distributed to each of the two functions. The measure for Demand Deposit revenues consists of the sum of the total income from service charges, fees, and credit for funding for each of the products in the Demand Deposit product line (non-interest checking accounts, interest bearing checking accounts, official checks, money orders etc). The measure for Commercial Loan revenues consists of the interest income generated from commercial loans plus other non-interest income such as fees. The total interest and non-interest income from all four types of products within the commercial loan product line is calculated (i.e., industrial loans, agricultural loans, small business administration loans, and other commercial loans).

The specific measures for each cost driver category as derived from the FCA cost categories are summarized in Table 1. The IT variables were constructed based on IT expense allocations to each product within Commercial Loans and Demand Deposits. The IT variables are constructed using data from both schedules for the following FCA defined expense categories: Vendor Data Processing includes all expenses for data processing performed by outside firms, e.g., check processing centers; Telephone and Electronic Access (total expense for communications, e.g., including fees for telephone lines, on-line charges, software installation and modification); Network Expense Fees (ATM) (all membership and participation fees charged by ATM networks); EFT/ACH Cost Center expense (all expenses related to electronic banking delivery systems other than ATMs; ATM Cost Center expenses (all expenses related to maintenance and support of all ATM transactions on ATMs either owned or leased by the bank); Proof & Transit Cost Center expense (all expenses related to check processing, such as encoding, check sorting, and generating account balances); and Data processing Cost Center expense (all expenses related to internal data processing, i.e., services provided by the bank’s own data processing staff, maintenance and support of institution’s software, operating systems, PCs, mainframes, etc.). 

Transactional IT use (Weill, 1990), when applied to the banking industry, refers to IT investment aimed at automation of routine and repetitive tasks to reduce processing costs. Hence, the Transactional IT variable is constructed by adding the total expenses for Vendor Data Processing, the Proof & Transit Cost Center, and the Data Processing Cost Center. On the other hand, Strategic IT use, when applied to the banking industry, refers to IT investment aimed at increasing market share or generating revenues. Hence, the Strategic IT variable is constructed by adding all expenses related to electronic access and automation of customer interface, total expenses for telephone and electronic access, ATM Network Fees, the EFT/ACH Cost Center, and the ATM Cost Center. 
General DEA Model

DEA analysis is particularly useful when the relationship among multiple performance measures are unknown. Through the optimization for each individual unit, DEA yields an efficient frontier that represents and estimates relations among multiple performance measures.  For example, for a set of n decision-making units (e.g. banks), 
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where (*) represents the optimal values in model (4). That is, DEA has estimated the “coefficients” in (2). It can be seen that while (1) estimates one set of coefficients, DEA model (4) estimates one set of coefficients for each DMU, resulting in a piecewise linear tradeoff curve represented by several (5)-like equations associated with efficient DMUs.


Now, let us consider the dual program to (4)
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Model (6) is called an additive model in DEA (Charnes et al. 1985). 
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4. Empirical Investigation

In our investigation, we examine the differential impact of IT on revenues and productivity, using DEA to examine the relative efficiency of IT use in a sample of banks using multiple inputs and multiple measures of performance, based on estimates of relationships among the multiple measures. In the initial test of the cost driver model (Mistry & Johnston, 2000), the impact of differentiated IT measures (Transactional and Strategic IT) was assessed through separate linear regressions.

Our current empirical investigation was conducted in three stages. In the first stage, an undifferentiated IT variable was used as the input (Total IT use) with revenue related measures of firm performance as outputs, in order to examine the efficient use of IT by the DMU’s in the sample. In the second stage, differentiated IT variables (Transactional and Strategic IT) were used as inputs, with revenue measures of firm performance. In the third stage, differentiated IT variables, measures of revenue, along with measures of productivity were used to examine the efficient use of different types of IT by the DMU’s in the sample.

Total IT use and firm performance: Since IT is used to not only improve operating efficiency but also increase the market share of the firm (Banker and Johnston, 1995), for the first stage in our analysis we include operating revenues and equity capital of banks as measures of bank performance). Thus, DEA analysis was conducted on the full sample with Total IT spending as the input and Total Revenue and Equity Capital as the outputs. Table 2 presents the results of this analysis and the efficiency scores in column 2 indicate that five out of the fifty-nine DMU use IT most efficiently (DMUs with a score of 1). 

Differentiated IT use and bank performance: Since differential impacts of IT are not revealed when an aggregate measure of IT is used, in the second stage, we include measures of Transactional and Strategic IT as inputs. Transactional IT is predicted to impact performance through improving productivity and efficiency, while Strategic IT is predicted to affect the revenue relationships as its use is primarily aimed at increasing market share. Hence, in the second stage, we differentiate the IT variable into Transactional and Strategic IT in order to examine the differentiated impact on performance. The total IT variable is broken up into Transactional and Strategic IT, which are the inputs, while the outputs are the same as in the first stage analysis – Total Revenue and Equity Capital.

Table 3 presents the results of the second stage of analysis. As the table depicts, six DMUs are now showing a value of 1 in column 2. Thus, one more DMU is added to the same five DMUs that were utilizing Total IT efficiently in the first analysis. The table also shows that of the remaining DMUs (fifty three), fifty DMUs have zeros in the Strategic IT column (column 4) and only three DMUs have negative slack. This suggests that in this sample, these DMUs utilize Strategic IT most efficiently to generate Revenue and Equity Capital. On examining the Transactional IT column (column3) we find that only twenty DMUs have zeros, signifying that in this sample, only twenty DMUs utilize Transactional IT efficiently to generate Revenue and Equity Capital. This suggests that Strategic IT is a better mechanism for enhancing the Revenues and the Equity Capital of DMUs, than Transactional IT, which does not appear to be utilized as efficiently to enhance Revenues and Equity Capital.

Impact of Transactional IT: Since the results of the previous analysis confirmed that Strategic IT primarily impacts Revenues and Equity Capital, in the third stage our objective was to examine the impact of Transactional IT. As discussed in the introduction, Transactional IT is primarily used to automate day-to-day tasks and reduce costs. Therefore, in the third stage of our analysis we included output variables, such as, the total number of loans and deposit accounts (volume-related cost drivers) and the total number of loan payments, demand deposits and withdrawals (operations-based cost drivers) in each DMU as these are the day-to-day tasks that could benefit the most from efficient use of Transactional IT. Since a decline in the price of computers and computer-related equipment leads to the substitution of IT for other forms of capital and labor (Jorgenson and Stroh, 1999), we also included a Total Labor variable along with the two IT input variables (Transactional and Strategic IT).

Table 4 presents the results of this analysis. As the table depicts, ten DMUs in column 2 now have a score of 1 indicating that these DMUs utilize Transactional IT, Strategic IT and Labor efficiently to generate both numbers of accounts and transactions. In the Transactional IT column (fifth) the scores show that there are only 17 zeros indicating that Transactional IT may not be used as efficiently as Strategic IT (sixth) and Labor (seventh) as both variables have more zeros in their respective columns. On closely examining the numbers in both columns five and six we notice that the negative numbers (slacks?) in column five (Transactional IT) are on average greater than in column six (Strategic IT). This implies that the DMUs in the sample appear to be spending more on Transactional IT than on Strategic IT (inputs) for achieving the same output. 

Conclusions: Results of our three-stage empirical investigate support the value of differentiating the IT variable, and indicate that Strategic IT is used more efficiently than Transactional IT to generate revenues and equity capital. Our results also suggest that several banks in the sample are not using Transactional IT efficiently to generate the same outputs they are able to generate using Strategic IT. 

These results also reinforce arguments made in the banking industry on improving profitability by using technology strategically to increase market share rather than by only using technology to improve productivity or reduce costs. “Competing with technology is a complicated undertaking” (Steiner & Texeira, 1990, pg. 76). In a historical analysis of how increased technological content has changed the banking industry structure and profitability, Steiner and Texeira (1990) document a sequence of events in which conversion from manual to electronic processing initially improves productivity, but once overcapacity is achieved, increased investment in technology begins to negatively impact profits. They argue that this sequence tends to occur in industries where processing is a significant part of overall cost, as is the case in banking. They state, “In a fragmented industry such as banking, with so many competitors and so much of the technology available from outside vendors, the competitive positioning of what is done with technology is all-important” (p. 76). Further, they claim that technology that now goes into essentially routine tasks provide few opportunities for distinctive performance and profits. They advocate using technology to differentiate products, provide distinctive service or early entry into new markets or with new products (i.e. to use IT strategically) to enhance a bank’s competitive advantage and profitability. 
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Table 1: Measures for Dependent and Independent Variables

	VARIABLE
	MEASURE AS CONSTRUCTED FROM FCA PLUS

	REVENUE: Income
	Total average income (service charges, fees, + credit for funding)

	COSTS: Labor
	Total average salary + benefits costs of FTE personnel 

	 DRIVERS: 

Volume-based
	Average # of accounts per office

	Operations-based
	Average number of total transactions per account

	IT VARIABLES:

  Transactional IT
	 Average Transactional IT expense per office 

(Total Transactional IT expense allocated = Vendor data processing +  Proof  & Transit expense +   Data Processing cost center expense)

	    Strategic IT
	Average Strategic IT expense per office

(Total Strategic IT expense allocated  = EFT/ACH cost center expense + ATM expense + Telephone and Electronic Access + ATM lease fees)


Table 2: Model 1:Total IT use and Bank Performance

	
	
	Slacks (Output shortage)

	DMU
	Total IT  Score
	Total Revenues
	Equity Capital

	1
	0.34178
	58002604
	70212520

	2
	0.17079
	48937088
	58056524

	3
	0.60288
	7803109.5
	6471504

	4
	0.43978
	23620286
	19626316

	5
	0.25967
	25324582
	24125800

	6
	0.21918
	50347128
	56492556

	7
	0.50498
	54029908
	58341668

	8
	0.21687
	92232432
	122171060

	9
	0.43625
	20039008
	16564986

	10
	0.17189
	54564896
	335003260

	11
	0.23339
	54251328
	66509560

	12
	0.28732
	46529624
	50184332

	13
	0.66465
	13545729
	11618731

	14
	0.27979
	51547414
	205888850

	15
	0.38333
	37340948
	46856876

	16
	0.59997
	15344816
	9364863

	17
	0.47166
	27174922
	22929954

	18
	0.32529
	29308178
	33381004

	19
	0.56582
	33310128
	32051368

	20
	1
	0
	0

	21
	1
	0
	0

	22
	1
	0
	0

	23
	0.38334
	30884866
	27324818

	24
	0.28364
	66236964
	87850040

	25
	0.53064
	12909847
	11963089

	26
	0.3875
	34472428
	33758876

	27
	0.43295
	88046152
	131537060

	28
	0.31096
	12532922
	175939090

	29
	0.43096
	14705035
	10668759

	30
	0.38065
	28341602
	29402012

	31
	0.38829
	26181614
	233596750

	32
	0.46576
	47051784
	47637964

	33
	0.58818
	53012584
	40949252

	34
	0.84435
	1588692.2
	1612081.8

	35
	0.33161
	34998108
	39561944

	36
	0.41327
	16654666
	0

	37
	0.34263
	21094492
	22128408

	38
	0.87544
	1655791.9
	2770441.8

	39
	0.29574
	51069928
	61855984

	40
	1
	0
	0

	41
	0.21173
	93505632
	125312620

	42
	0.24227
	39361212
	49904008

	43
	0.31655
	82480408
	114992690

	44
	0.36333
	20369408
	19605482

	45
	0.67792
	13538792
	7215954

	46
	0.30267
	16765282
	193316940

	47
	0.44369
	12895214
	10904483

	48
	0.2305
	33133330
	37111532

	49
	0.41749
	16294846
	15573357

	50
	0.39264
	18038960
	12881358

	51
	0.33236
	27287196
	26277502

	52
	0.25865
	98959656
	131241010

	53
	0.38006
	25296524
	29060114

	54
	0.32088
	41497916
	43174912

	55
	0.64512
	16494970
	8443010

	56
	0.41363
	54204616
	71859800

	57
	0.4532
	20362682
	13087609

	58
	0.47152
	21842540
	17125866

	59
	1
	0
	0


Table 3: Model 2:Differentated IT use and Bank Performance

	
	
	IT Use
	
	

	DMU
	Inefficiencies
	Transactional
	Strategic
	Total Revenue
	Equity Capital

	1
	0.54508
	-396070.5
	0
	21496604
	28151546

	2
	0.20494
	-1030.74
	0
	36341028
	47224392

	3
	0.94856
	-32786.69
	0
	0
	1601332.8

	4
	0.56261
	0
	0
	15458763
	12625841

	5
	0.33175
	0
	0
	18525668
	18294092

	6
	0.29773
	-125472.1
	0
	29985258
	35622368

	7
	Scores
	-280217.2
	0
	25343812
	26132090

	8
	0.2374
	-148720.5
	0
	72925512
	10157485

	9
	0.45241
	0
	-22671.94
	18653946
	14761707

	10
	0.20701
	-69215.61
	0
	54240691
	33496010

	11
	0.24811
	0
	0
	44569648
	58205184

	12
	0.31567
	0
	0
	39616752
	44254876

	13
	1
	0
	0
	0
	0

	14
	0.5033
	-5527605
	0
	25656299
	20244189

	15
	0.67496
	-263191.4
	0
	8259133.5
	14769905

	16
	0.81221
	0
	0
	7344830.5
	3628615.5

	17
	0.56994
	0
	0
	19347232
	16215820

	18
	0.47356
	-15543.78
	0
	15167948
	20830530

	19
	0.59094
	0
	0
	30661030
	29779128

	20
	1
	0
	0
	0
	0

	21
	1
	0
	0
	0
	0

	22
	1
	0
	0
	0
	0

	23
	0.42402
	0
	-66858.89
	26800358
	22006998

	24
	0.31314
	-72365.18
	0
	50722828
	72579128

	25
	0.9126
	-49290.22
	0
	311257.0
	3828187.8

	26
	0.43362
	0
	0
	28443404
	28587536

	27
	0.45411
	-133576.1
	0
	71286912
	11353708

	28
	0.76237
	-1670849.2
	0
	11813910
	33230028

	29
	0.53131
	0
	0
	8934780
	7612679.5

	30
	0.45352
	0
	0
	19343688
	21684128

	31
	0.94609
	-4162302.8
	0
	21514794
	12462667

	32
	0.58078
	-92703.43
	0
	29370080
	29955916

	33
	0.68213
	-39547.32
	0
	39081908
	27927128

	34
	0.88838
	0
	0
	1006006.6
	1303476

	35
	0.34832
	0
	0
	30393536
	35612412

	36
	0.44609
	0
	-7121721.5
	13235091
	0

	37
	0.66634
	-95556.48
	0
	4833226
	8749428

	38
	1
	0
	0
	0
	0

	39
	0.35852
	-93886.01
	0
	33181688
	43964696

	40
	1
	0
	0
	0
	0

	41
	0.38199
	-782278.3
	0
	33895052
	52953272

	42
	0.39802
	-144606.5
	0
	17360924
	27109224

	43
	0.39381
	-349623.7
	0
	50504536
	78077824

	44
	0.6218
	-43003.48
	0
	6334675
	8565830

	45
	0.82062
	0
	0
	9337733
	3612532.5

	46
	0.54808
	-1481521.2
	0
	67599384
	67292544

	47
	0.85497
	-81897.73
	0
	1144058.6
	2838717

	48
	0.31887
	-3620.83
	0
	19667500
	25463072

	49
	0.50681
	0
	0
	10988636
	12226532

	50
	0.50371
	0
	0
	10985252
	8955504

	51
	0.39084
	0
	0
	20511078
	20465346

	52
	0.2896
	-199464.5
	0
	77085208
	10706546

	53
	0.41142
	0
	0
	20214324
	24700902

	54
	0.44351
	-84840.65
	0
	23462710
	25403030

	55
	0.86389
	0
	0
	8984265
	2616373

	56
	0.71628
	-492754.1
	0
	11922854
	22220986

	57
	0.63055
	0
	0
	11191232
	7062412

	58
	0.86859
	-82325.39
	0
	5240812.5
	2650440.8

	59
	1
	0
	0
	0
	0


Table 4:  Model 3:Impact of Transactional IT

	
	
	
	
	

	
	TOTVCD
	TOTOCD
	TOTITTRA
	TOTITSTR

	1
	1554.54
	5727889
	-346592
	0

	2
	1952.77
	7625089
	0
	0

	3
	1527.59
	192024.9
	-69513
	0

	4
	2232.11
	4242050
	-35750
	0

	5
	2937.34
	3286065
	-27832
	0

	6
	0
	6731980
	-122876
	0

	7
	2253.63
	7567000
	-190993
	0

	8
	2786.24
	1.37E+07
	-69878
	0

	9
	0
	724327.6
	0
	-34065

	10
	9445.07
	4.27E+07
	-850740
	0

	11
	1729.89
	7207677
	0
	-73658

	12
	0
	1466086
	0
	-12989

	13
	0
	0
	0
	0

	14
	11111.19
	9333289
	-5899547
	0

	15
	999.08
	3076034
	-316683
	0

	16
	1524.49
	1375245
	-54688
	0

	17
	3151.07
	6682090
	0
	0

	18
	0
	2731764
	0
	0

	19
	306.87
	7363106
	0
	-116948

	20
	0
	0
	0
	0

	21
	0
	0
	0
	0

	22
	579.21
	589173.9
	0
	0

	23
	2453.97
	3459583
	0
	-113596

	24
	1796.72
	2893249
	0
	-13160

	25
	0
	0
	0
	0

	26
	3936.62
	7008146
	0
	-31875

	27
	5954.59
	1.66E+07
	-67249
	0

	28
	3755.31
	6592288
	-1582601
	0

	29
	2358.57
	1490566
	-27740
	0

	30
	415.62
	3094930
	-4138
	0

	31
	452.9
	2.50E+07
	-4108699
	0

	32
	0
	0
	0
	0

	33
	0
	8491851
	0
	-54385

	34
	0
	0
	0
	0

	35
	0
	5593513
	0
	-50909

	36
	-2.33E-10
	1.34E-07
	0
	0

	37
	942.02
	728771
	-174538
	0

	38
	0
	0
	0
	0

	39
	1638.78
	3583007
	-21119
	0

	40
	0
	3.84E+07
	-24800000
	-6441495

	41
	1254.53
	1.34E+07
	-691104
	0

	42
	1318.02
	3367861
	-222296
	0

	43
	3102.75
	1.09E+07
	-267731
	0

	44
	2877.31
	1612579
	-139343
	0

	45
	0
	0
	0
	0

	46
	3020.61
	9945243
	-1407895
	0

	47
	982.16
	75254.68
	-116452
	0

	48
	1079.96
	4465079
	-92974
	0

	49
	2553.27
	234828.9
	-18060
	0

	50
	0
	0
	0
	0

	51
	429.76
	3872109
	0
	0

	52
	0
	1.03E+07
	-26769
	0

	53
	849.29
	2137728
	0
	-12734

	54
	735.34
	5156064
	-115930
	0

	55
	0
	663163.4
	0
	0

	56
	0
	3784055
	-422071
	0

	57
	0
	1306072
	-34220
	0

	58
	0
	681652.9
	-91242
	0

	59
	0
	0
	0
	0




















































































































�Transactional IT use refers to the use of IT for transaction processing and is predicted to have its primary impact through increase in productivity and efficiency. Informational IT use refers to using databases to analyze customer behavior and use this information to customize or improve products and service, and is likely to increase efficiency gains. Strategic IT use refers to when IT enables new and strategic initiatives that are aimed at increasing market share.


� The FCA data uses product lines to define the functions in the bank and products as the different offerings within the product lines. For example, within the real estate loans function there are four types of products – family mortgage loans, construction loans, home equity loans, and commercial real estate loans.
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