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1. Introduction
Managers and financial analysts have been searching for better measures, which reveal intelligently how well a company has been performing.  Common performance measures include return on assets (ROA), profit margin (PM), return on shareholders’ equity (ROE), earnings-per-share (EPS) growth rate, and return on total capital (ROC)  [Varadarajan and Ramanujam (1987); Ramanujam, Venkatraman, and Camillus (1986); Singh (1986); Schendel and Patton (1978)].   Security price movements [Lubatkin and Shrieves (1986)] were also used to measure corporate performance, although it is been well known that security price movements are inadequate to gauge the capability of an organization’s managers to cope with unsystematic risk such as barriers to entry and other competitive factors within an industry.  These traditional performance measures have long been criticized primarily because they did not provide any guidance for strategic decisions and value management of corporations. 

In recent years financial managers and top executives are increasingly aware of importance of “value-based management.”  They have been under constant pressures from participants in the financial markets since market participants are actively involved in company operations through leveraged buyouts, hostile take-over, and proxy contests.  Top executives are also increasingly engaged in the financial markets through mergers and acquisitions, restructuring, leveraged buyouts and share repurchases [Copland et al., 2000].  We had seen the consequences of ignoring value-based management in corporate strategies and governmental policies such as a collapse of Internet companies in 2000, financial crises in Southeast Asian countries in 1998, hostile takeovers in the U. S. in 1980s, and economic stagnation in Europe.  Consequently, two measures of corporate performance, market value added (MVA) and economic value added (EVA), have been attracting much attention from both investors and corporate managers.

The purpose of the paper is to examine if common accounting and non-accounting performance measures can be used as guidance for strategic planning and value management.  Managers and CEOs have a strong affinity for these common performance measures because these measures are very intuitive and easy to understand.  However, these measures are confusing at best as guidance for strategic planning and are known to be unrelated to the value of corporations.  Since strategic alternatives should be evaluated based upon their contribution to the value of the corporation involved, this paper intends to examine whether a set of common performance measures can be used to estimate the value of operating efficiency of corporation, represented by MVA of the firm.  If so, this model becomes an Expert System for evaluating corporate success and failure using common performance measures, and can therefore be used as guidance for developing corporate strategies and value management.  

As these input measures are correlated by nature among themselves and the relationships between individual performance measures and MVA would likely be dynamic and non-linear, multivariate statistical techniques are not considered to be appropriate.  As a result, an Abductive Learning Network (ALN) approach, an artificial intelligence technique, is used in this research.   The ALN approach is known to be nonparametric and to capture dynamic relationships between input and output variables.    

2. MVA and EVA Revisited


The Stern Stewart (SS) & Company publishes "The Stern Stewart Performance 1000," in which the 1,000 largest publicly-owned U.S. industrial and non-financial service companies are ranked according to the Market Value Added (MVA).  The SS company defines MVA as the difference between a company's total market value of both debt and equity of the firm and the amount that investors have contributed to produce that value (or its book value).    MVA is considered as the amount of wealth a firm’s management creates from the capital that investors have entrusted to management.  It is also viewed as the market value assessed in the security market of the company’s internal operating efficiency [Walbert, 1994], and therefore can be used as a single comprehensive measure for assessing the value of the management’s performance.  A positive MVA, for example, represents the amount of wealth the company has created, while a negative MVA shows the amount of capital which management has dissolved.   MVA is consistent with shareholders' wealth maximization in which both the risk and the expected net cash flows in the future are reflected.  

The Stern Stewart & Company’s report also presents Economic Value Added (EVA) as the amount of wealth a firm creates for its shareholders in a given year.  EVA is defined as a firm's after‑tax net operating profit in a given year minus its cost of capital that year.  Capital cost consists of the costs of debt and equity, applied to total capital at the beginning of the year.  Unlike traditional accounting measures of performance, EVA is viewed as value that firms create or dissolve from the capital entrusted to management for that year [Lehn and Makhija, 1996].  Proponents of these two measures contend that that manager should use EVA as their key measure of internal performance in a given year and as the driver of their business decisions.  They also assert that EVA drives MVA and is more closely correlated with MVA.
3. The Abductive Learning Networks

The Abductive Learning Networks (ALN) technique (Barron, et al., 1984) was developed from almost three decades of statistical modeling, neural network, and artificial intelligence research.  The ALN technique automatically generates the trained network from the database and performs a traditional task of fitting model coefficients to bases of observational data.  It uses a network structure that resembles neurons and synapses of a human brain and also uses mathematical functions that represent numeric knowledge on each processing unit.  The network consists of a number of processing units (nodes) and interconnections between the units.    It is designed to use a polynomial of n variables in which all cross products appear and combinations of the variables to different degree are included.  


Montgomery (1989) developed a very effective computer-based algorithm, called the Abductory Induction Mechanism (AIMTM), from which MarketMiner, Inc. develops the ModelQuestTM.  ModelQuestTM is a supervised inductive learning tool for automatically synthesizing models in the form of networks using a database that contains input and output variables.  The synthesized model is called an Abductive model and is a layered network of feed-forward functional elements, in which the coefficients, number and types of network elements, and the connectivity are learned inductively and automatically.  Each node contains a polynomial function that generates output values in each layer from a set of inputs.  It was developed based on "Abductive reasoning," that is a "process of reasoning from a set of general principles to specifics under uncertainty using numeric functions and measures," and machine-learning techniques called "Abductive ModelingTM" (R.L. Barron, 1984; Montgomery et al., 1989).   


ModelQuestTM (1) integrates advanced data modeling algorithms such as StarNetTM with more traditional data analysis technologies in a very easy-to-use and powerful data mining technologies. The use of the ModelQuestTM involves four phases as described in Exhibit 1 [Users Manual, 2000].  The first phase is to identify and characterize the data and to determine what type of data mining problem you are trying to solve.  In this phase the data set is split into training and testing sets in either a random or a sequential manner, depending on the type of the problem involved.  For cross-sectional problems, a random sampling works best while a sequential split is desirable for time-series problem.  Once the data set is identified, it is necessary to specify the input (predictor) and output (dependent) variables.  The user must also identify whether the problem is an estimation or classification type.  The output variable of the estimation problem is generally continuous but classification problems have output values that are binary or segmented in multi-class.

Exhibit 1.
ModelQuestTM Modeling Procedure
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The second phase involves transforming the original data set without changing its characteristics.  Since algorithm for the ModelQuestTM requires numeric data, it is necessary to transform qualitative into numeric data.  Although data coding could be very complex if there is some conceptual overlap between discrete and continuous variables and/or if there is no logical sequence in the qualitative variables, it is mostly straightforward for data set dealing with business decision-making.  Data sampling also can be used to transform the original data set in order to prevent any biased solution.   ModelQuestTM also can convert the original data set through feature extraction and mapping routines to provide additional inputs and to compensate for outliers and sparse regions.  


The third phase involves applying one or several automated algorithms to learn functional relationships among input and output variables.  ModelQuestTM provides a set of advanced technologies with a wide range of characteristics that can be applied to different types of modeling problems as appropriate.  It enables you to identify multiple modeling experiments for a particular set of data, run them in a batch, and automatically rank the resulting models based on their performance on the Test data. This tool allows analysts to develop and compare more models in less time, and derive accurate models with minimum effort. 


The fourth phase is to examine how well the trained model works.  It involves testing the trained model on a new data set to see whether this model can be used in practice. The model analysts are looking at a variety of error characterization that describes how well the model matched the actual output values for the test data set.  ModelQuestTM also allows graphing several characteristics of the predicted vs. the actual values.  It has a sophisticated and automated analysis and reporting capability in an easy-to-understand format and provides exact model performance characteristics from several viewpoints.


The ALN technique is a powerful supervised inductive learning tool which can reveal a subtle relationship that is not otherwise apparent within the framework of a multivariate statistical technique.  The power of the network lies in its ability to decompose complex problems into much smaller and simpler ones, and to solve them.  The network structure makes decision making much easier because the number of factors to consider and to alternatives to evaluate becomes much smaller.  The use and maintenance of the model is easy because theModelQuestTM automatically select the best network structure, node types, and coefficients.  

4. The Model and Data Description

The input data were collected primarily from the SS Company’s Performance 1000 data and COMPUSTAT database for 1995, since the results of the study might not vary significantly depending on the year of data collection.  The data set included 1,000 of the largest publicly owned US industrial and non-financial service companies listed in the Stern Stewart Performance 1000.  After deleting observations that had incomplete data set, a sample of 180 observations was used in this study.  Next, the sample was divided randomly into one (135 cases) for training and another (45 cases) for evaluating the model.  A larger sample size is used for training primarily because, when the total sample is relatively small, an accurate training requires a larger sample by nature. 

The model for estimating MVA is structured as a function of the following independent variables: Profitability Index (PI), Return on Capital (ROC), Average Cost of Capital (K), BETA, Capital (C), Market to Book Value Ratio (MB), Price-Earnings Ratio (PE), Economic Value Added (EVA):

MVA = f (PI, ROC, K, BETA, C, MB, PE, EVA).                      (1)


Input variables of this model are average figures over the prior five years so that the effect of their annual fluctuations on MVA can be minimized.  The SS’s Profitability Index (PI) is “the five-year average rate of return on capital divided by the five-year average cost of capital.”  The SS company’s PI is non-traditional in the sense that it represents a five-year average profitability from operations after-tax per dollar financing costs per period while the traditional PI shows the profitability of the project in present value per dollar capital investments over the project’s life.  However, this PI is similar to the traditional PI such that an index above 1 indicates a company is earning more than its cost of capital, and an index below 1 is earning less than its cost of capital each period.  The SS’s Return on Capital (ROC) represents a five-year average return on capital investments; average cost of capital (K) represents also a five-year average cost of all component capitals, including cost of debt, preferred and common equity capitals.  The capital investments(C) represent an average amount of capital used to generate operating revenues.  Market performance ratios also represent five-year average figures and the betas are obtained directly from the COMPUSTAT database. 

The SS Company’s report also provided economic value added (EVA) as the amount of wealth management creates for its shareholders in a given year.  EVA is defined as a firm's after‑tax net operating profit in a given year minus its dollar cost of capital, including debt and equity capital for that year.  An economic book value is different from its accounting book value such that it includes items such as bad debt reserves and deferred income taxes.  It also capitalizes research and development spending, amortizing the costs over the five years.  Proponents of using MVA and EVA measures contend that EVA drives MVA, and is more closely correlated with MVA than are other measures such as EPS, ROE, ROA, and cash flow.  

In this model, PI and ROC are used as profitability measures, K and BETA as risk measures, MB and PE as market performance measures, C as the size of capital investments and EVA as incremental market value added from operations.  Now, the major concern is to examine whether profitability, riskiness, investment size, market performance, and operational efficiency variables can be used to synthesize the firm’s MVA which represents the current value (in millions of dollars) of expected operational efficiency of a corporation.  This paper also intends to identify a set of major contributors to MVA and to examine sensitivities of MVA to the change of major explanatory variables.  

5. Empirical Results

An Abductive Learning Network (ALN) is synthesized in Exhibit 2 from the training data set, using the ModelQuestTM software, which is developed by MarketMiner, Inc.  

Exhibit 2.   Abductive Network Model of the ALN Approach
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*  The number in the parenthesis corresponds to the equation number as shown in Appendix. 

It is a layered network of feed-forward functional elements, which contains the best network structure, node types, coefficients, and connectivity to minimize the predicted squared error (PSE) without outfitting the data.  It uses six different input variables that contribute significantly to MVA determination, and a few of them are used repeatedly in the network.  The ALN also includes nodes such as Nomalizers, Singles, Doubles, Triples and Unitizers as a part of the network, and each node is represented by an equation with estimated coefficients. 

The equations in the Appendix show the final abductive learning network (ALN) in polynomial equation forms, and each equation number represents the node number of the ALN network in Exhibit 2.  The six input variables are first transformed into standardized normal variables with the mean of zero and a variance of one using normalizers in the Appendix.  These standardized variables are next fed into the first layer to generate a series of intermediate output values.  For example, the node T11 in Exhibit 2 was synthesized using normalized values of CAPITAL, MB, and BETA, and then fed into the node T13   with two other inputs.  The value of the node T13 with two other input values again are fed into the subsequent node T14 in the third layer, and finally T15 was synthesized in the fourth layer.  This value is again converted back to MVA with the mean and variance of the original output variables.  This Abductive Learning Network now becomes a knowledge base from which a series of MVA values can be estimated from the six input variables. 

The prediction performance of the ALN and the multiple regression models on the evaluation sample is shown in Exhibit 3.  The results indicate that the ALN model outperformed the regression approach.  The R-square (81.2 % for ALN; 42% for regression) and SEE show that the ALN model estimates MVA much more accurately and consistently than the regression model was able to produce.  The ALN model selected market value-related ratios (EVA, MB), risk-related ratios (K, Beta), capital investments (C), and profitability-related ratio (PI) to synthesize MVA.  It is expected that the market value-related variables (EVA and MB) could be related significantly to MVA.  However, it was surprised to find that two risk-related ratio (K, Beta) and Capital Investments(C) were also used to synthesize the ALN network.  

Exhibit 4 shows the sensitivity of MVA to changes in input variables.  As the cost of capital (K), for example, increases by 10 percent, MVA increases by over 19 percent, with all other variables being constant, although decrease in K below the median level has no impact on MVA.  The size of Capital Investment (C) also has a large impact on MVA as C varies.  

Exhibit 3.  Prediction Statistics by the ALN and Regression Approaches
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Exhibit 4.   Sensitivity Analysis of the ALN model 
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When a company makes large capital investments on the potentially profitable projects, its MVA increases significantly, ceteris paribus.    The results also indicate that the company, which undertakes risky projects, has higher MVA, all other input values being constant.  


The market‑value-to-book-value ratio (MB) and Economic Value Added (EVA) also made significant contributions to MVA determination; MB and EVA values increased 9.7 and 6.4 percent, respectively, as each input value increased by 10 percent.  However, PI and BETA variables made very little contributions to MVA, although these variables initially were selected for synthesizing the ALN model.  Since the market value of the firm could depend on both systematic and unsystematic risks, beta alone might not have a significant impact on MVA.  The results also indicate that common accounting measures of profitability such as PI and ROC could possibly be used as short-term performance measures, but they have little impact on determination of MVA of firms in this model. 


The results of the study provide very important strategic implications to corporate management.  In order to maximize the value of a company, the management must monitor the changes in market environment continuously and accommodate necessary changes for their survival.  The study results clearly indicate that large capital investments in high-risk projects are rewarded significantly in the market. This implies that a firm may need to make large capital investments in possibly risky projects in order to maximize a company’s value.  When these investments are successful in profit making, the company’s operating income will increase and the EVA will also increase.  As a result, the company’s stock price will go up and its market-to-book value will also increase, ceteris paribus.  This is an ideal condition under which the market value added could be maximized.  

6. Concluding Remark

This paper presented a model to examine if common accounting and non-accounting measures can be used to estimate the value of operating efficiency of corporations, represented by MVA, and therefore can be used as guidance for corporate strategy and value management.  The results show that these common measures are related quite closely to the value of corporations.  The predicted values of MVA by ALN model are much more accurate and consistent compared to those of the regression approach, since the ALN technique could capture a subtle relationship what is not otherwise apparent within the framework of a multivariate statistical technique. The results also showed that companies with larger capital investment (C) in risky projects (K) tend to have large MVA.  Both the market value of common stocks relative to the size of invested capital (MB) and operating earnings net of cost of all capitals (EVA) had also large impacts on MVA while EPS, PI, ROC and beta have virtually no effects at all.  The study results showed that these four input variables are not only good barometers of short-term performance but also good predictors of an overall value of firms.    

The prediction accuracy of this study could be improved if a larger sample size is used.  This study was able to use only a sample of 180 observations, after eliminating observations with an incomplete set of data.  As an extension of this study, it would also be worthwhile to examine the prediction outcome of MVA if this model is trained and tested within the confine of one industry.  Since individual industries have their own unique characteristics in financial structure, we can safely conjecture that the prediction results would be significantly improved as long as the sample size is large enough for training and testing.  
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Appendix.  Abductive Network Equations

NORMALIZERS:
1.
CAPITAL =  -.782 +7.29e-05X1
2.
MB = -.174 + .751 X1 

3.
BETA = -2.4 + 2.25X1

4.
EVA = .238 + .00074X1
5.
CAPITAL = -.782 + 7.29E-05X1
6.
K = -5.8 + 51.4X1
7.
EVA = .238 + .00074X1

8.
PI = -1.18 + 1.21X1
9.
K = -5.8 + 51.4X1

10.
BETA = -2.4 + 2.25X1


TRIPLES:

11.
TRIPLE = 
- .252 + .163X1 + 4.45X2 + .0733X3 +.236104X12 +1.52X22 - .0955X32 
+ 6.24X1X2 -.197X1X3 + .2.82X2X3 + 5.03X1X2X3  - .0652X13 

+ .134X23  - .039133
12.
TRIPLE  =
-.0619 + 1.6X1 + .855X2 + .228X3 + .295X12 + .0472X22 - .375X32 - .258X1X2 - .0768X1X3 + .407X2X3 + .475X1X2X3+ .035313 - .0.039X23 +.0265X33
13.
TRIPLE  = 
-.105 + .392X1 + .54X2 + .17X3 - .0631X12+ .22X22 - .042632 + .274X1X2 + .13X1X3 - .297X2X3 + .0695X1X2X3 + .00413X13 - .0983X23 - .00118X33
14.
TRIPLE  =
.967X1 + .0494X2 + .0379X3 - .0248X32 + .0223X1X2 + .104X1X3 -.0991X1X2X3 - .00235X23
DOUBLES:
15.
DOUBLE  = 1X1 + .0189X22
UNITIZERS:
16.
MVA  = 5.74e+03 + 1.06e+04X1
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