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Abstract
 We try to clarify unsolved problems regarding evaluation of technology and to obtain assessment results of 20 promising IT technologies in Korea. At first, we break down assessment of technology into smaller parts, proceeding from the goal to criteria to sub-criteria down to the alternative courses of action. Then we devise a Technology Assessment Index (TAI) which is a set of measurable criteria applicable to any promising technology’s assessment. The TAI is focused on sets of questions composed of 3 criteria and 8 sub-criteria: 1) technology factors, i.e., possibility for advancement, possibility for preemption, and possibility for completeness; 2) strategy factors, i.e., effect of import substitution, and expansion of application; and 3) market factors, i.e., market size, market growth, and market profitability. A survey was conducted with venture capitalists, scholars, business managers, and governmental policy makers in the information technology sector. The weight allocation of technology criteria is derived from reciprocal-paired comparisons. Then overall priority for the commercial viability rankings of 20 technologies is derived by rating 20 alternatives one at a time on a 7 point likert-scale constructed separately for each criterion. In conclusion, an application is used to a systematic approach for the technology assessment using AHP. Furthermore, this application is is used identify the most commercially viable technology via the Priority Index. This study may be of help for companies and the government to identify technologies with commercial potential and it can assist in assessing the commercial potential of various technologies.

1 Introduction

Recently, the rapid development in information technologies has been a major cause of the increase in R&D expenditures. Following the enactment of the Promotion in Technology Development in 1982, the Korean government has implemented a variety of government-driven R&D programs with public funds. In 1999, the share of investment for R&D in the information sector was 543.7 billion won ($453 million), comprising 20% of the government-supported sectors. Specifically, the rapid development of new information technologies with limited R&D resources available for R&D investment makes priority setting or rationing inevitable. Thus, it is desirable to discover what information technologies are commercially promising and to identify the different views among expert groups such as scholars, policy-makers, venture capitalists, and business managers. To cope with these problems, the Korean government established the council for science and technology in order to prioritize, analyze, and evaluate the government-supported R&D programs following the  Special-Law for the Innovation of Science and Technology, enacted in 1997. But there is still the need for more strategic and systematic evaluation/selection for supporting each promising information technology in Korea, which is related with the allocation of scarce national resources, the evaluation for technology transfer, and the pricing of M&A. These information technology evaluation and selection problems are multi-criteria decision-making problems.

Various methodologies for evaluating information technology or R&D projects have been developed and reported on, in the last two decades [1, 2, 4, 8, 9, 19]. After reviewing related materials, we classified information technology evaluation techniques into four categories: (1) ranking methods, (2) multi-criteria scoring models, i.e., Direct Point Allocation, Simple Multiattribute Rating Technique, and SWING Weighting, (3) Analytic Hierarchy Process (AHP) methods, (4) Analytic Network Process (ANP) methods.

Buss [7] suggested an alternative approach to computer project selection with the ranking method. Lootsma et al. [11] and Lucas and Moore [12] attempted to provide an alternative approach to information system project selection with the multiple-criterion scoring method. Muralidhar and Wilson [13] suggested a methodology for information system project selection using an analytic hierarchy process (AHP). These evaluation techniques such as ranking, scoring, and AHP methods have their advantages and disadvantages. A major advantage of these methods is their easy usage, which makes decision-makers feel comfortable with them. On the other hand, each technique is assumed to be independent among criteria or alternatives, so these techniques do not apply to problems requiring interaction and dependence among criteria or alternatives [17]. Saaty [17] suggested the use of AHP to solve independence problems on alternatives or criteria, and the use of ANP to solve dependence problem among alternatives or criteria. Analytic network process (ANP) methods allow for the interaction and feedback of decision criteria or alternatives. Azhar and Leung [3] suggested a methodology for equipment replacement decisions using an analytic network process (ANP). But, its application has been relatively limited when compared to the AHP approach.

In earlier studies, these methods have yielded different weights of criteria. For example, the experiment of Schoemaker and Waid [18] showed that the weights derived from these methods were different. Other researchers, also, have suggested that the weights derived from these methods were different [14, 20, 21].

The main aim of this paper is to structure the AHP model for assessment of information technology. In addition, an attempt is made to answer the questions on whether or not there are some fundamental differences between the techniques. Thus, the weights derived from the AHP are compared with weights derived from one of the multi-criteria scoring models, the DIRECT point allocation technique. In the DIRECT point allocation technique, the decision maker allocates 100 points to describe weights of criteria directly. For example, the decision maker is asked to divide 100 points among the criteria.

2. Review of the criteria related to technology assessment

In this section a review is made for the criteria related to technology. This discussion will serve as the foundation for the AHP model. The criteria are taken from studies (primarily 15, 10, 6, 5) that rely on technology assessment. We devise a Technology Assessment Index (TAI) which is a set of measurable criteria applicable to any promising technology’s potential assessment. The TAI is focused on sets of questions composed of 3 criteria and 8 sub-criteria as shown in Table 6. The criteria used in the above TAI were (1) Technology factors, (2) Strategy factors, and (3) Market factors. In order to clarify the meaning of TAI, we define some of them as follows:

· Technology factors (TF): The major sub-criteria for TF consist of the possibility for advancement, possibility for domination, and possibility for completeness.

Possibility for advancement (ADV) includes the possibility for becoming a cornerstone technology, extending to other area as a foundation technology, and being replaced by competing technology. This ADV relates to the durability of the technology.

Possibility for preemption (PRE) includes the possibility for possessing the technology exclusively and infringing on the patent right.

Possibility for completeness (COM) includes the possibility for surmounting a technological obstacle, realizing the technology, and producing the related product with ease.
· Strategy factors (SF): The major sub-criteria for SF consist of the effect of import substitution and expansion of application domain.

Effect of import substitution (SUB) includes the current volume of imports and the substituting volume of imports in case the technology is developed.

Expansion of application domain (APP) includes whether or not there is practical market, to what extent the technology can be applied, and how much can the related market be extended.

· Market factors (MF): The major sub-criteria for MF are market size, market growth, and market profitability.

Market size (MS) includes current market volume and potential market volume.

Market growth (MG) includes the growth rate of the related market and the expected life span of the product.

Market profitability (MF) includes the cost of commercialization and the profit margin of sales.

“ Insert Table 1 here “
The discussion of the AHP process assisted by an illustrative example will provide additional explanation of the insights into how this AHP model could be used to support the assessment of information technology.

3. An illustrative application of technology assessment

In this paper, the values used for the illustrative example are elicited from the minds of classified experts who have stakes in Information Technology. The technique of AHP can be described in three steps:

Step 1. Structuring the hierarchy: The first step is to construct a model to be evaluated. After identifying TAI shown in Table 1, the hierarchy shown in Figure 1 can be constructed using criteria, sub-criteria, alternatives, and the objective of determining the technology at the top level.

“ Insert Figure 1 here “
Step 2. Pair-wise comparison to derive weights: To compare various assessment criteria and sub-criteria, the decision makers, experts surveyed for this paper, responded to this question: With respect to a control criterion, which criteria should be emphasized more in a technology assessment, and how much more? To determine composite measures of decision alternatives, questionnaires were mailed to 147 experts asking for the relative importance of an attribute relative to a corresponding attribute, and the absolute intensity scales of the decision alternatives constructed separately for each attribute. Table 2 shows information on the number of experts in each group, the numbers surveyed, and the number of returned and usable questionnaires. It can be seen that out of 27 usable questionnaires, 3 questionnaires were not usable due to the minimum requirement of 0.1 consistency ratio in the AHP analysis [16]. The sample used in the AHP questionnaire is shown in Table 2. These comparisons are collected in a pair-wise comparison matrix.

“ Insert Table 2 here”
In this paper, the relative importance of the criteria with respect to the final objective - evaluation of commercial viability - is first determined. To describe relationships between the final objective and criteria, each pair-wise comparison matrix is required for each expert group, as shown in Table 3. Furthermore, the e-vector columns - relative weights of criteria  for final objective - are presented in fourth column of Table 3.

“ Insert Table 3 here “
The results of using AHP software for weight calculation can be presented as follows: The consistency ratio (C.R.) is lower than 0.1, and the relative weights of each attribute in the higher level are TF: 0.341, SF: 0.468, and MF: 0.191, in case of total as shown in Table 3. The analysis of attributes at the bottom level follows the same process. All hierarchical weights by experts’ implicit decision policy, and results of relative weight calculations using AHP, are summarized in Table 4.

In addition, the experts provide a weighting scheme of how they believe they used the attributes by splitting 100 points among each presented TAI criterion. The experts’ weighing outline can be formulated into a regression equation of the experts’ declared decision policy. All hierarchical weights by experts’ declared decision policy are summarized in the right column of Table 4. Furthermore, comparing the experts’ weighting by the implicit decision policy with the weighting by the declared decision policy is presented in Table 4.

“ Insert Table 4 here “
Pair-wise comparisons to derive weights provide many interesting insights. As shown in Table 4, in general, experts still have only a superficial understanding of their decision process. The following paragraphs further explore the results.

In order to analyze the statistical significance of the difference between implicit weights and declared weights, the following correlation analysis is presented:

[image: image1.wmf],

1

å

=

=

J

j

V

W

PI

kj

j

ik


where:

[image: image2.wmf]1

1

,

£

£

-

y

x

r

[image: image3.wmf]å

=

-

-

=

n

j

y

j

x

j

y

x

n

Y

X

Cov

1

)

)(

(

1

)

,

(

m

m


The statistics column in Table 4 presents the results of the correlation analysis. In Table 4, correlations that are statistically significant are shown in boldface. For example, in case of venture capitalists, the correlation between the implicit decision policy and the declared decision policy is statistically significant and is correlated negatively. For scholars, the correlation between the implicit decision policy and the declared decision policy is not statistically significant but is correlated positively. By visually examining the weights and respective ranks for each sub-criteria of TAI, it appears that venture capitalists have a weak understanding of their decision process. On the other hand, scholars have a strong understanding of their decision process.

Step 3. Prioritization of promising technologies assessment: Because there are a large number of alternatives to be evaluated, i.e., twenty technologies, an absolute measurement approach is used to reduce interviews and fatigue. Also, the problem of rank reversals does not occur with the use of absolute measurement. In order to prioritize alternative technologies, we introduce the ‘Priority Index” for an alternative technology k (PIk). The equation for PIk is defined as:
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where:

PIik = overall evaluation of alternative k by individual i
Wj = the relative weights of sub-criteria j

Vkj = the absolute value of alternative k on sub-criteria j,

J = the index set of sub-criteria, which is composed of 8 sub-criteria of TAI.

According to the value of the priority index, each alternative technology should be prioritized. Here twenty alternative technologies are prioritized by comparing their priority indices. The results are in Table 5.

“ Insert Table 5 here “
In order to analyze the statistical significance of the difference between implicit priorities and declared priorities, a correlation analysis is conducted.

The statistics row in Table 5 presents the results of the correlation analysis. In Table 5, correlations that are statistically significant are shown in boldface. For example, in case of venture capitalists, the correlation between implicit priorities and declared priorities is statistically significant and is correlated positively. In case of scholars, the correlation between implicit priorities and declared priorities is not statistically significant and is correlated positively.

4. Conclusions

In order to assist in the evaluation of technologies, we reviewed the various methodologies for technology assessment and suggested a numerical application using the AHP (Analytic Hierarchy Process) technique and a DIRECT point allocation method for the evaluation of each technology. For this purpose, the Technology Assessment Index (TAI) was made, which is a set of measurable criteria applicable to a potentially promising technology’s assessment. Subsequently, we surveyed venture capitalists, scholars, business managers, and governmental policy makers in the information technology sector. Thereafter, we applied a systematic approach to analyzing a technology assessment using AHP and the DIRECT point allocation method.

Regarding the implications of this study, the AHP model and DIRECT point allocation method for technology assessment are developed and applied to rank 20 promising technologies in the Korean information technology industry. The model may provide a comprehensitve analysis framework, not yet studied elsewhere. For example, the AHP method and the DIRECT point allocation method are compared. Besides, we captured the different decision policies of expert groups among academicians, venture capitalists, business managers, and governmental policy makers. Furthermore, the differences of weight, between AHP and the DIRECT point allocation method and among expert groups, are compared. By visually examining the weights and respective ranks for each sub-criteria of TAI, it appears that venture capitalists have a weak understanding of their decision process. On the other hand, scholars have a strong understanding of their decision process.

From these results, the cognitive gap between the implicit decision policy and the declared decision policy of expert groups may be introduced. In addition, a suggestion is made that decision makers evaluating technology seem to lack an appropriate understanding in their decision process. Therefore, decision makers are in a weak position in systematically improving their decision process. So, if they want to improve their decision process and to rationalize the evaluation process of technology, it would be better for them to devote their attention to this cognitive gap.

The findings presented above are subject to some limitations. First, we devised TAI (Technology Assessment Index) and applied it to an AHP model construction. But there is need to check the independency among criteria. Particularly, strategic factors may be somewhat connected with the other factors. Consequently, it is necessary to apply ANP instead of AHP if there is interdependency among criteria. Second, we used the absolute measurement approach to reduce interviews and fatigue. But we need to check the validity of the used intensity 7 point-likert scale in further research either by surveying more experts or by reducing alternatives and comparing alternatives with the relative measurement approach.
In conclusion, from these results companies and the government may get help in identifing technologies with commercial potential and in assessing the commercial potential of various technologies. This may help decision makers in coping effectively with tense situation including the rapid development of new information technologies, and in dealing efficiently with limited resources available for R&D investment.
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Table 1   Technology Assessment Index (TAI)

	Criteria
	Sub-criteria

	Abbr.
	Full name
	Abbr.
	Full name

	TF
	Technology Factors
	ADV
	Possibility for advancement

	
	
	PRE
	Possibility for preemption

	
	
	COM
	Possibility for completeness

	SF
	Strategy Factors
	SUB
	Effect of import substitution

	
	
	APP
	Expansion of application

	MF
	Market Factors
	MS
	Market size

	
	
	MG
	Market growth

	
	
	MP
	Market profitability


Table 2   The sample
	Expert Group
	Sampled

(A)
	Returned

(B)
	Usable
	Ratio

(B/A)

	Venture Capitalist
	22
	4
	4
	0.18

	Scholars
	50
	8
	8
	0.16

	Biz. Manager
	50
	10
	8
	0.20

	Governmental

Policy maker
	25
	8
	7
	0.32

	Total
	147
	30
	27
	0.20


Table 3   Comparison matrix of attributes in the higher level

Venture capitalists

	Attributes in the higher level
	TF
	SF
	MF
	E-vector

(implicit weight)
	DIRECT

(declared weight)

	TF
	1.0000
	2.493
	0.809
	0.386
	35.00

	SF
	0.34
	1.0000
	0.263
	0.485
	20.00

	MF
	1.236
	3.807
	1.0000
	0.129
	45.00


Scholars

	Attributes in the higher level
	TF
	SF
	MF
	E-vector

(implicit weight)
	DIRECT

(declared weight)

	TF
	1.0000
	0.872
	0.872
	0.301
	35.63

	SF
	1.147
	1.0000
	0.61
	0.407
	30.00

	MF
	1.147
	1.641
	1.0000
	0.292
	34.38


Business mangers

	Attributes in the higher level
	TF
	SF
	MF
	E-vector

(implicit weight)
	DIRECT

(declared weight)

	TF
	1.0000
	3.481
	0.354
	0.301
	32.96

	SF
	0.287
	1.0000
	0.339
	0.570
	25.72

	MF
	2.827
	2.948
	1.0000
	0.129
	41.44


Governmental policy makers

	Attributes in the higher level
	TF
	SF
	MF
	E-vector

(implicit weight)
	DIRECT

(declared weight)

	TF
	1.0000
	1.579
	0.722
	0.330
	30.71

	SF
	0.633
	1.0000
	0.433
	0.465
	28.57

	MF
	1.385
	2.309
	1.0000
	0.205
	40.71


Total

	Attributes in the higher level
	TF
	SF
	MF
	E-vector

(implicit weight)
	DIRECT

(declared weight)

	TF
	1.0000
	1.965
	0.662
	0.341
	33.43

	SF
	0.509
	1.0000
	0.448
	0.468
	26.78

	MF
	1.511
	2.232
	1.0000
	0.191
	39.79


Table 4   Comparison of the implicit decision policy with the declared decision policy

Venture capitalists

	Criteria
	Sub-criteria
	Implicit decision policy


	Declared decision policy
	Statistics

	
	
	Weights
	Rank
	Weights
	Rank
	

	TF
	ADV
	0.1602
	2
	12.75
	4
	Correlation

- 0.692*



	
	DOM
	0.0692
	5
	13.75
	3
	

	
	COM
	0.1568
	3
	8.5
	8
	

	SF
	SUB
	0.3505
	1
	9.25
	7
	

	
	APP
	0.1341
	4
	10.75
	6
	

	MF
	MS
	0.0410
	7
	18
	1
	

	
	MG
	0.0286
	8
	15.5
	2
	

	
	MP
	0.0596
	6
	11.5
	5
	


*: p<0.1, **: p<0.05, ***:p<0.01

Scholars

	Criteria
	Sub-criteria
	Implicit decision policy


	Declared decision policy
	Statistics

	
	
	Weights
	Rank
	Weights
	Rank
	

	TF
	ADV
	0.1179
	4
	11.38
	5
	Correlation

0.284

	
	DOM
	0.0865
	7
	13.08
	4
	

	
	COM
	0.0963
	6
	11.17
	6
	

	SF
	SUB
	0.2187
	1
	13.38
	3
	

	
	APP
	0.1881
	2
	16.63
	1
	

	MF
	MS
	0.1294
	3
	9.38
	8
	

	
	MG
	0.1088
	5
	10.63
	7
	

	
	MP
	0.0542
	8
	14.38
	2
	


*: p<0.1, **: p<0.05, ***:p<0.01

Business managers

	Criteria
	Sub-criteria
	Implicit decision policy


	Declared decision policy
	Statistics

	
	
	Weights
	Rank
	Weights
	Rank
	

	TF
	ADV
	0.1305
	3
	10.48
	8
	Correlation

-0.427



	
	DOM
	0.0860
	4
	10.87
	6
	

	
	COM
	0.0846
	5
	11.49
	4
	

	SF
	SUB
	0.4363
	1
	10.49
	7
	

	
	APP
	0.1333
	2
	15.23
	2
	

	MF
	MS
	0.0476
	7
	15.64
	1
	

	
	MG
	0.0577
	6
	11.28
	5
	

	
	MP
	0.0245
	8
	14.52
	3
	


*: p<0.1, **: p<0.05, ***:p<0.01

Governmental policy makers

	Criteria
	Sub-criteria
	Implicit decision policy


	Declared decision policy
	Statistics

	
	
	Weights
	Rank
	Weights
	Rank
	

	TF
	ADV
	0.1503
	3
	8.71
	8
	Correlation

-0.202



	
	DOM
	0.0479
	6
	12.00
	4
	

	
	COM
	0.1305
	4
	10.00
	7
	

	SF
	SUB
	0.3066
	1
	11.43
	6
	

	
	APP
	0.1586
	2
	17.14
	1
	

	MF
	MS
	0.0479
	6
	16.86
	2
	

	
	MG
	0.1094
	5
	12.29
	3
	

	
	MP
	0.0479
	6
	11.57
	5
	


*: p<0.1, **: p<0.05, ***:p<0.01

Total

	Criteria
	Sub-criteria
	Implicit decision policy


	Declared decision policy
	Statistics

	
	
	Weights
	Rank
	Weights
	Rank
	

	TF
	ADV
	0.1450
	3
	10.66
	7
	Correlation

-0.299



	
	DOM
	0.0758
	6
	12.14
	4
	

	
	COM
	0.1202
	4
	10.63
	8
	

	SF
	SUB
	0.3188
	1
	11.34
	6
	

	
	APP
	0.1496
	2
	15.45
	1
	

	MF
	MS
	0.0660
	7
	14.52
	2
	

	
	MG
	0.0816
	5
	11.92
	5
	

	
	MP
	0.0432
	8
	13.34
	3
	


*: p<0.1, **: p<0.05, ***:p<0.01

Table 5   Ranking of 20 promising information technologies in Korea

	Technology
	Priority



	Category


	Technology Name
	VC
	Scho.
	Manager
	Govern.

	
	
	I
	D
	I
	D
	I
	D
	I
	D

	Information
	A
	1
	2
	1
	1
	5
	1
	2
	1

	
	B
	3
	5
	4
	9
	1
	7
	3
	6

	
	C
	4
	3
	3
	3
	3
	3
	4
	3

	
	D
	6
	6
	6
	5
	6
	6
	6
	7

	
	E
	7
	8
	7
	7
	9
	8
	7
	8

	
	F
	10
	7
	8
	4
	13
	4
	11
	5

	
	G
	13
	15
	14
	15
	12
	15
	13
	15

	
	H
	14
	14
	15
	14
	14
	14
	15
	14

	
	I
	15
	10
	13
	13
	15
	13
	14
	13

	
	J
	16
	16
	16
	16
	17
	16
	16
	16

	
	K
	20
	18
	20
	20
	20
	19
	20
	20

	Telecommunication
	L
	5
	4
	5
	6
	4
	5
	5
	4

	Components
	M
	2
	1
	2
	2
	2
	2
	1
	2

	
	N
	11
	12
	11
	12
	7
	12
	9
	12

	
	O
	17
	19
	18
	18
	16
	18
	17
	18

	Electric wave
	P
	8
	9
	10
	11
	8
	10
	8
	11

	
	Q
	9
	11
	9
	8
	10
	11
	10
	9

	
	R
	12
	13
	12
	10
	11
	9
	12
	10

	
	S
	18
	20
	19
	19
	19
	20
	19
	19

	
	T
	19
	17
	17
	17
	18
	17
	18
	17

	Statistics: Correlation


	0.953***
	0.988***
	0.898***
	0.976***


I: Implicit Priority, D: Declared Priority

*: p<0.1, **: p<0.05, ***:p<0.01
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Figure 1  Analytical hierarchy for technologies assessment
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