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Abstract

  A lot of algorithms based on modern heuristics are proposed for job shop scheduling, such as genetic algorithm (GA), simulated annealing (SA) and tabu search (TS). According to researches on these algorithms, TS is proved to have high possibility to get a good final solution in a short time. When using scheduling algorithm based on TS, its parameters and conditions are known to influence the performance of solution improvement, but only a few previous researches have been made to clarify the fact. In this paper, the initial solution in job shop scheduling using TS is focused on, and its importance is clarified.

1.  Introduction

Job shop scheduling has been proved to be an NP-hard problem. In order to solve this problem in limited calculation time, generally not optimal but heuristic methods are used. And in recent years, modern heuristics such as genetic algorithm (GA), simulated annealing (SA) and tabu search (TS) are becoming popular. Among these methods, TS is proved to be superior to other methods because it has high possibility to get a good final solution in a short time[3]. 

The solution improvement performance of the scheduling algorithm based on TS is influenced by the parameters of TS such as the neighborhood structure, tabu length and so on. For example, the influence of tabu length on scheduling improvement is clarified by Takayama[8]. However, only a few previous researches have been made to clarify such relationships. Some methods of making neighborhood structure, tabu list and the initial schedule, are described by Paolo Brandimarte[6]. And in his research, it is reported that the improvement of scheduling is sometimes influenced by the initial solution, but the relationship is not clarified evidently. 

In this paper, in order to clarify the relationship between the initial solution and the final solution obtained by the improving algorithm based on TS, a lot of experiments are carried out and some analysis methods are proposed to evaluate the influence of the initial solution.  

2.  A Tabu Search Structure for Job Shop Scheduling Problem

2.1 Abstract of Tabu Search Algorithm

  Tabu search is proposed by Glover and is one of the modern heuristics that are attracting many researchers’ attention in recent years. This method can be viewed as an iterative technique which explores a set of problem solutions, by making moves from one solution x to another solution x’ located in the neighborhood N(x) of x. The aim of these moves is to find a good (near optimal) solution efficiently by the evaluation of some objective function f(x) to be minimized. In order to avoid repeated search on the same solutions, a tabu list
[image: image1.wmf]X

is generated. The procedure of tabu search can be described as follows.

Step1: Choose an initial solution x in X, where X is the set of the possible solutions of a scheduling problem

Step2: Generate a set of solutions in N(x) and find the best x’ 
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Step3: Repeat step 2 until the stop condition is met 

2.2 Parameters and Conditions of Job Shop Scheduling Based on Tabu Search

(1) Neighborhood structure

A lot of neighborhood structures are proposed and they can be summarized as follows[6].

· Neighborhood N1: select a set of potential substitute randomly.

· Neighborhood N2: select a job randomly and try to move it to any possible machine. Any possible insertion position in that machine is considered.

· Neighborhood N3: select a machine randomly and try to exchange the processing sequence of all adjacent jobs on that machine 

· Neighborhood N4: operations on the critical path are considered for the exchange

The first three neighborhood structures are said to work on every objective function, and the last one is particularly works good on makespan evaluation problems.

(2) Tabu list 

A tabu list is also called taboo list. Whenever a pair of jobs/operations or a pair of job-machine is exchanged with each other, it will be listed in a taboo list and is forbidden to be exchanged again with the aim of avoiding the repeated search on the same pair. However, if the number of pairs exceeds tabu length, the oldest one is deleted from the list and the restriction against exchange is lifted.  

(3) Stop condition

  Generally, there are two ways to fix the conditions for ceasing the search. One is to set a maximum number of iteration, and the other is to stop search when the number of iteration without improvement is greater than a specified maximum number.

(4) Initial solution

  TS is an iterative search method and the simplest way of deciding the start-point of search is to select an initial scheduling solution by using some dispatching rules. Any possible solution can be the start point of searching.

3.  Analysis Approaches for Evaluating the Influence of Initial Solution on The Performance of Scheduling Algorithm Based on Tabu Search

  In order to clarify the relationship between the initial solution and the final solution obtained by the scheduling algorithm based on TS, a lot of initial solutions are generated. Each of them is viewed as a search start point and is improved by the scheduling algorithm based on TS.  

The relationship between the initial solutions and the final solutions are evaluated by the analysis approaches explained below.

3.1 Analysis Approaches

(1) Interrelation between initial solution and final solution
The statistical correlation analysis is used here. The correlation coefficient will be calculated to evaluate the interrelation between the initial solutions and the final solutions.

(2) Degree of reverse schedule and reverse distance of order

  In the cases where the final solutions starting with worse initial solutions are better than those starting with better initial solutions, two methods are proposed to evaluate such situations.

· Degree of reverse schedule 
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Where x is the number of the initial solutions, and y is the number of such cases mentioned above.     

For example, for the case showed in figure1, x is 4 and y is 3, therefore 
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 is 50%.

· Reverse distance of order

For each initial solution, if there are any initial solutions that are worse than it but their final ones obtained by the scheduling algorithm using TS are better, the reverse distance 
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 will be calculated. 
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Where 
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 is the order number of an initial solution, and 
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 is that of a final solution.     

For example, as for the best initial solution A (figure 1), the final solutions of B and D are better than that of A, therefore the reverse distance of A is 2. As for B the reverse distance is 1.
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                                     Figure 1. The order reverse  

(3) The effect of scheduling improvement     

   The difference between the objective function values of each initial solution and its final solution is evaluated.

3.2 Scheduling Algorithm Used in Experimentation

  The objective function of the scheduling is to minimize the average lead-time of jobs.

[Function]

                 Minimize 
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Where

     LTi: lead-time of job i,

     N: the total number of jobs.

[Scheduling procedure]

Step 0: Create an initial scheduling solution randomly.

Step 1: Focus on the job that has the longest lead-time. Try to exchange all of its operations’ routes and processing sequences, with the operations whose processing start times are earlier than its operations. The pair that, when the above exchange is made, can decrease the average lead-time of jobs most efficiently is selected, and the exchange is executed on the selected pair. A tabu list is given to avoid repetitive trials on the same pair of operations.  

Step 2: Repeat step 1 until the number of iteration trials for improvement is greater than the maximum number that has been determined in advance. 

Step 0 to step 2 is repeated until enough initial-final solution pairs are obtained. 

[ Tabu list ]

  In order to identify the repeated search on the same pair of operations, a tabu list is created and the following items are contained; the machines that they have been assigned to, the process sequences on those machines and the process start times. All the pairs on the list are checked before the exchange is executed.

  A tabu list for jobs is also made to avoid repetitive trials on the same job. When continuous search on the same job exceeds K times (K= the number of times that has been fixed in advance), the job is listed on the tabu list.

4.  Computational Results  

Various cases are tested where there are 6 machines/20 jobs, and the number of operations involved in each job varies 2 to 10. For each case, it is proved that the initial solutions influence the performance of the final solutions that are obtained by the scheduling algorithm using TS.  

4.1 The Interrelation between Initial Solution and Final Solution
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Figure 2.  Distribution of the final solutions  (100 plots)

Figure 2 shows that there is a strong interrelationship between the initial solutions and the final solutions.  

And the interrelationship is proved by the statistical correlation analysis under the condition that the level of significance
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is 0.01. 

As the correlation coefficient for statistical test 
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 is the degrees of freedom), and the correlation coefficient obtained from the experiment is 0.8505 which is greater than 0.3, so that we can say there is a strong positive interrelation between the initial solutions and the final solutions. This means that a good initial solution will lead a good final solution through the scheduling algorithm based on TS.

4.2 The Degree of Reverse Schedules and The Reverse Distance of Order

For every problem, more than 100 initial solutions are created. The degree of reversal schedules is about 13% to 18%. 

Actually, the objective function values’ order of initial solutions is not the same as that of their final solutions obtained through the scheduling algorithm based on TS. But the average reversal distance is just about 2 to 5 (in this case, the number of initial solutions is 100), which means that the disorder is not too much.
4.3 The Effect of Scheduling Improvement     
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Figure 3.  The improvement of initial solutions by scheduling algorithm based on TS

The results of the final solutions starting with the similar initial solutions are grouped and averaged. Figure 3 indicates the objective function value changes of 3 groups. All the objective function values of these 3 groups are decreased through the scheduling algorithm based on TS. It is true that there exists the case where the solution improvement of the group with worse initial solutions is more efficient than that of the group with better initial solutions, but at least, when the iteration is limited (in our research, the maximum iteration is 8000), a good initial solution will lead a good final solution certainly. It can be also seen from figure 4.
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Figure 4.  Objective function value of initial solutions and their final solutions 

5.  Conclusion

  In this paper, the scheduling algorithm based on tabu search is inspected. One of the elements of this algorithm, the initial solution is discussed. A lot of experiments are carried out to clarify the influence of the quality of the initial solution on the performance of job shop scheduling algorithm based on Tabu search. The positive interrelationship between initial solution and final solution is proved, which means a better initial solution will lead a better final solution through the scheduling algorithm based on Tabu search. In other words, a method of obtaining a good initial solution is required for job shop scheduling algorithm based on Tabu search .   
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