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Abstract

Production scheduling is to seek shortest manufacturing time for all tasks, under the condition that the inventory is stable, the human and machine utilization rate is balanced, and the average customer waiting time is minimized. It normally needs to compromise among the factors of inventory stability, utilization rate, and customer satisfaction. Various heuristic and approximation solutions have been proposed for miscellaneous production scheduling problems. Of them, many scheduling algorithms for single machines with flow shop production have been proven effective. Achievements also have been gained in scheduling for single machines that produce same products and are inventory based. However, the production scheduling problem for parallel machines has been proven as NP-hard. Since many real production machines manufacture different products with the production type of flow shop and build to order, we would like to attack the production scheduling problem for this type of parallel machines. Previous heuristic rules normally consider too few factors in production scheduling. Therefore, we focus on the suboptimal approximation algorithms. Of the many probabilistic approximation algorithms, genetic algorithms take advantage of the good genes during the evolutionary process, so they usually perform better in approaching the optimal solution. In this paper, we propose a modified genetic algorithm that adds steps of selection and bounce to the traditional genetic algorithm to speed up the search of the approximation solution. We design new chromosomes that will make job assignments to machines more flexible. The evolutionary mechanisms are also designed to obtain sub-optimal solutions more rapidly. We also include the considerations of machine idleness cost and machine setup cost in the fitness function to reflect real cases more closely. Finally, we implement a working system and test its applicability using real production data from an electronic factory. We compare our results with those of previous studies and demonstrate that our algorithm has the following advantages: 1. The additional steps of selection and bounce do help our algorithm perform better than traditional genetic algorithms. 2. Our solutions have smaller deviations. 3. Our fitness function is more suitable for real manufacturing cases.

1. Introduction

Production scheduling is to seek shortest manufacturing time for all tasks, under the condition that the inventory is stable, the human and machine utilization rate is balanced, and the average customer waiting time is minimized. It normally needs to compromise among the factors of inventory stability, utilization rate, and customer satisfaction. Various heuristic and approximation solutions have been proposed for miscellaneous production scheduling problems [5,7,8,13,20,22]. Of them, many scheduling algorithms for single machines with flow shop production have been proven effective [2]. Achievements also have been gained in scheduling for single machines that produce same products and are inventory based [5,22]. However, the scheduling problem for parallel machines has been proven as NP-hard [10,12], mainly due to the additional choice of which machine a job should be assigned to. Since many real production machines manufacture different products with the production type of flow shop and build to order, we focus our research on the production scheduling for this type of parallel machines. Heuristic rules normally consider too few factors in production scheduling. Thus, we focus on the suboptimal approximation algorithms. Of the many probabilistic approximation algorithms, genetic algorithms take advantage of the good genes during the evolutionary process, so they usually perform better in approaching the optimal solution.

We propose a modified genetic algorithm that adds steps of selection and bounce to the original genetic algorithm to speed up the search of the approximation solution. The selection step will sort the chromosomes based on their fitness function values, and then assign them a probability distribution in favor of the good chromosomes, so as to obtain a better chance of producing good next generations. The bounce step will help us to jump out of the local optimum to prevent premature convergence by checking the number of generations with the same suboptimal solution. Based on Cheng’s genetic algorithm [10] for production scheduling of parallel machines, we redesign their allocating genes with
distinguishable allocating genes, which are a group of special symbols, ‘*’, supplemented with a subscript number, so that the solution space could be more easily explored. We improve the evolutionary mechanisms accordingly to approach the optimal solution faster. Besides the earliness and tardiness considerations, we include factors of variable machine idleness cost and machine setup cost in the fitness function. The adding is mainly due to our observation that many production managers need to adjust the output schedule during the off seasons to reduce the operating cost, and that most jobs do not start immediately after their predecessor jobs are finished. Finally, we implement a working system and use real production data from an electronic factory to verify its effectiveness. We compare our results with those of previous studies.

2. Related Work

Based on the scheduling methods, there are two approaches to solve the production scheduling problems:

(1) Heuristic rules:
Graves [15] and Cheng [8] have shown that based on the factors of ordering types and machine load, the following rules are used frequently for single machines: SPT (shortest processing time), EDD (earliest due date), and SLK (least slack time). To extend these rules to parallel machines, they need to handle the job assignment issues.

(2) Approximation algorithms:
These algorithms include Simulated Annealing [1,18], Hill Climbing [6], Tabu Search [4,5] and Genetic Algorithms [13,14,20]. They probabilistically approached the optimal solution iteratively to obtain a suboptimal approximate solution for computationally complex problems. One characteristic of these approximation algorithms is that they all need a fitness function to judge how well is the approximation. They would then probabilistically modify the configuration of existing good approximate solutions, and continue the search of the optimal solution until the result is satisfactory. Genetic algorithms usually perform better in approaching the optimal solution, since they take advantage of the good genes during the evolutionary process.

In applying to real cases, Cheng [9] considered the cost of earliness and tardiness in evaluating the effectiveness of a schedule. Webster [23] adapted the genetic algorithms to solve the production scheduling of single machines, but assumed fixed cost of earliness and tardiness. De [11], Lee [19], Ahmed [3], and Adamopolulos [2] then proposed various production scheduling algorithms with variable earliness and tardiness costs. Hall [16] proved that under the environment of single machines, fixed due date, and variable cost of earliness and tardiness, the problem of production scheduling is NP-complete. Cheng [10] and Gao [12] pointed out that the production scheduling problem for parallel machines under certain environments is NP-hard. Sridharan [22] included the cost of machine idleness in the influencing factors of production scheduling. We consider the following factors in the scheduling: earliness, tardiness, machine setup, and machine idleness.

In adapting genetic algorithms to solve production scheduling problem for parallel machines, Cheng [10] used the job numbers and a special symbol, ‘*’, as genes. Suppose there are $m$ production machines. The number of the special symbols in their algorithm is $m-1$, and each linear sequence of the genes models a chromosome. The special symbol ‘*’ is for allocating jobs to machines sequentially. Except for the case of mutation, all their other evolutionary mechanisms keep the position of allocating genes. That does not consider all possible combinations of genes. Thus, the initial solution for each run has a strong impact on the result of their algorithm. We replace their allocating gene with distinguishable allocating genes, which are a group of genes, ‘*’, supplemented with a subscript number, so that the solution space would be more easily explored. We then improve the evolutionary mechanisms accordingly.

3. Our Genetic Algorithm and its Modules

We present our genetic algorithm in this section. We will elaborate the idea of distinguishable allocating genes, the evolutionary mechanisms, our fitness functions, our two additional steps of selection and bounce, and how to obtain the initial solution to start the algorithm.

3.1 Design of Genes
Genetic algorithms [14,17,21] were proposed by Holland in 1975. They simulate Darwin’s Nature Selection evolutionary theory by encoding the factors of a problem by chromosomes, where each gene represents a characteristic of the problem. The
combinations of genes are evolved through the evolutionary mechanisms so that the chromosome could approach the optimal solution generation by generation.

There are three evolutionary mechanisms: crossover, mutation, and reproduction. Crossover combines two good chromosomes and generates next-generation chromosomes preserving good characteristics. Mutation reorganizes the combination of genes in a chromosome randomly so that new combination of genes could appear in the next generation. This will help the search to jump out of local optimal solutions. Reproduction is to copy a chromosome to the next generation directly so that good chromosomes in different generations could cooperate in the evolution.

Our algorithm first chooses arbitrary initial solution according to some heuristic rule and transforms it into a chromosome. Details about this part are discussed in Section 3.5. Then chromosomes in each generation are sorted by their fitness function values. Chromosomes are then chosen probabilistically as the parents for generating the next generation through the three evolutionary mechanisms. During the evolutionary process, we will record the best chromosome up to each generation, which is the suboptimal solution so far.

Suppose there are \( n \) jobs to be assigned to \( m \) machines. A chromosome is modeled by a sequence of \( n+m-1 \) distinct genes, which consists of \( n \) job genes and \( m-1 \) distinguishable allocating genes, ‘*’, with subscripts from 1 to \( m-1 \). For example, suppose we need to allocate 9 jobs to 4 machines. The following chromosome, “1 2 3 * 4 5 * 6 7 8 * 9”, would allocate jobs 1, 2, 3 to machine 1, jobs 4, 5 to machine 2, jobs 6, 7, 8 to machine 3, and job 9 to machine 4. The subscript numbers in allocating genes are to distinguish the allocating genes, not to associate them with the machines.

3.2 The Evolutionary Mechanisms

(1) Crossover

Our crossover mechanism is accomplished through the following steps, and Fig. 1 demonstrates an example:

a. Randomly choose two chromosomes with good fitness function values.

b. Randomly produce a sequence of \( n+m-1 \) flags, which are valued as either 0 or 1.

c. In the first chromosome, those genes with flag 0 are kept in its original position, while those genes with flag 1 are reordered according to their order in the second chromosome.

\[
\text{Step 1: Chromosome1: } 1 \ 2 \ 3 \ *_1 \ 4 \ \overset{5}{*}_1 \ 6 \ 7 \ 8 \ *_3 \ 9 \\
\text{Flags: } 0 \ 1 \ 0 \ 1 \ 0 \ 1 \ 0 \ 1 \ 1 \ 1 \ 0 \\
\text{Selected: } 1 \ 3 \ 4 \ *_1 \ 6 \ 9 \\
\text{Not Selected: } 2 \ *_1 \ 1 \ 7 \ 8 \ *_3
\]

\[
\text{Step 2: Chromosome2: } 1 \ 3 \ 8 \ 4 \ 2 \ *_3 \ *_2 \ 6 \ *_1 \ 7 \ 9 \ 5 \\
\text{Selected: } 8 \ 2 \ *_3 \ *_1 \ 7 \ 5 \\
\text{Reordered: } 8 \ 2 \ *_3 \ *_1 \ 7 \ 5
\]

\[
\text{Step 3: New Chromosome:} \\
\text{Combined: } 1 \ 8 \ 3 \ 2 \ 4 \ *_3 \ *_1 \ 6 \ *_1 \ 7 \ 5 \ 9
\]

Fig. 1: Example of the Crossover Mechanism of our Genetic Algorithm

(2) Mutation

Our mutation mechanism is accomplished through the following steps, and Fig. 2 demonstrates an example:

a. Randomly choose one chromosome with good fitness function value.

b. Randomly produce a sequence of \( n+m-1 \) flags, which are valued as either 0 or 1.

c. Those genes with flag 0 would then be shuffled to the front of the sequence with their order reserved. Similarly, those genes with flag 1 would be shuffled to the back of the sequence with their order reserved.
3.3. The Fitness Function

As in Section 3.1, suppose we have $n$ jobs to be assigned to $m$ machines. The following are the basic definitions of symbols used in the fitness function:

- $S_s$: starting time of schedule $s$
- $F_s$: finishing time of schedule $s$
- $J$: the set of jobs to be scheduled: $J_1, J_2, ..., J_n$
- $M$: the set of machines to which jobs will be assigned, $M_1, M_2, ..., M_m$
- $M_s$: the number of machines used in schedule $s$
- $U_s$: machine utilization ratio in schedule $s$, which is equal to $M_s / m$
- $I_s$: total machine idle time in schedule $s$
- $R_s$: machine idleness ratio in schedule $s$, which is equal to $I_s / (F_s - S_s)$
- $t_{ij}$: job processing time for job $J_i$ in machine $M_j$
- $d_i$: due date for job $J_i$
- $s_{ij}$: machine setup time for job $J_i$ using machine $M_j$
- $p_j$: working hours per day for machine $M_j$
- $B_{si}$: beginning date for job $J_i$ in schedule $s$
- $C_{si}$: closing date for job $J_i$ in schedule $s$. Suppose in $s$, $J_i$ is assigned to machine $M_j$, $C_{si}$ is equal to $B_{si} + \left( \frac{s_{ij} + t_{ij}}{p_j} \right)$
- $L_{si}$: lag of job $J_i$, defined as the difference between $J_i$’s finishing date and due date. It is equal to $C_{si} - d_i$
- $E_{si}$: earliness of job $J_i$ in schedule $s$, which is equal to $\max \{ 0, - L_{si} \}$
- $T_{si}$: tardiness of job $J_i$ in schedule $s$, which is equal to $\max \{ 0, L_{si} \}$
- $\alpha_i(E_{si})$: earliness cost function for job $J_i$ in schedule $s$
- $\beta_i(T_{si})$: tardiness cost function for job $J_i$ in schedule $s$
- $\gamma$: weight for machine setup cost
- $\lambda$: weight for machine idleness cost
- $\Pi$: the set of the pairs of closing date and due date, $(C_{si}, d_i)$, for all jobs $J_i$

The goal of the evolutionary procedure is to find a minimal fitness function value. For a schedule $s$, let $C$, $d$, be the vectors of closing date and due date for each job, and $U$, $R$ the corresponding utilization ratio and idleness ratio. Our fitness function is defined as follows:

$$F(C, d, U, R) = \sum_i [\alpha_i(E_{si}) + \beta_i(T_{si})] + \gamma U_s + \lambda R_s$$

Note that the earliness cost, $\alpha_i(E_{si})$, and tardiness cost, $\beta_i(T_{si})$, could represent the inventory cost for the early finished stocks and the penalty for the lateness, respectively. Since their cost is normally proportional to their value, they must be monotonic polynomial functions. We would like to find $C^*$, $d^*$, $U^*$, and $R^*$ such that
3.4. The Amended Genetic Algorithm

In designing this amended genetic algorithm, our idea is to converge quickly but not prematurely [20]. The premature convergence is shown as being trapped in local optimal solution. In our amended genetic algorithm, we introduce two additional steps: selection and bounce. Fig. 3 shows these new steps highlighted. In the traditional genetic algorithm, by a fair probability, two chromosomes are selected as parents from senior generations. However, not all senior generation populations have good chromosomes. In our selection step, all the current generation chromosomes are sorted according to their fitness function values. They are assigned a probability in the fashion that chromosomes with lower fitness values are given a higher probability of being chosen for the next evolution. Then a random number generated will be mapped to the appropriate chromosome that complies with the above probability distribution. This not only ensures the solution quality but also avoids being trapped into local optimum. The bounce step is added after the evaluation of solutions in each new generation. It checks the number of successive generations with unchanged best approximate solution so far. When this number reaches a preset threshold, like 5, we consider that a sign of premature convergence. The current best solution is then bounced out of the local search space to increase the diversity of the solution space. This brings new variations to the population, like the effect of mutation, and will accelerate the convergence speed.

Fig. 3: Our Genetic Algorithm

3.5. Initial Solutions

The initial solution to start our modified genetic algorithm is obtained through the use of heuristic rules, like SPT or EDD. Fig 4 shows an example, where the initial job sequence by applying SPT rule is: 1 3 2 6 4 5. Then according to the machine load balance principle, jobs 1,4 are assigned to machine 1, jobs 3, 6 to machine 2, and jobs 2, 5 to machine 3. The schedule would then be transform to obtain the initial chromosome as: 1 4 * 3 6 * 2 5.
4. **System Implementation**

We implement a production scheduling system using the modified genetic algorithm in Section 3. In this section, we demonstrate the architecture and major user interface of the system, and then exhibit the performance comparison with other algorithms.

4.1. **System Architecture**

Fig. 5 exhibits the main architecture of our system, following the one proposed by Gao [12], with modifications to fit the already existing systems of a real production plant.

![Architecture of our Production Scheduling System](image)

**Fig. 5: Architecture of our Production Scheduling System**

The following explains the main functions of the system:

1. **Data Communication:**
   - The inputs are the jobs to be scheduled from the MRP system and the information about currently processing jobs from shop flow control. Additional information are the time sheet for the productivity and the job routing table for required processing time of each job in each machine. The output could be verified by the production manager. Confirmed schedules are then sent to the MRP system and shop flow control.

2. **Human Interface:**
   - We provide interface to select the rules for the initial solution for the genetic algorithm. Parameters of the fitness function, as well as the weights of earliness and tardiness, could be adjusted according to previous experiences and various requirements. The schedule generated by the system could be manually adjusted and tested to obtain better performance.

3. **Result Presentation:**
   - In addition to automatic data feed to the MRP system and shop flow control, the results are also printed out as reports. They are presented both graphically and in a tabular form.

The main user interface of the system is shown in Fig. 6:

![User Interface of our Production Scheduling System](image)

**Fig. 6: User Interface of our Production Scheduling System**
In Fig. 6, area A is the job table area, containing information about jobs before or after the scheduling. Attributes include job number, beginning date, due date, quantities, etc. Area B is the graphical representation of the result schedule, where colors of the jobs represent their status. A job in black color indicates it is currently processing. A job in blue color means it will be finished on time. A job in red color means it will past due date. Production managers could use the color information to adjust the result. Area C is the performance indicators, including total processing time, average processing time, total tardiness time, number of jobs past due date, total machine idle time, utilization rate, etc. Area D is for related supporting functions, including manual adjustment, saving schedules, loading previously generated but not yet confirmed schedules, and printing reports.

4.2. Experimental Results

We collected the MRP job table, time sheets, and job routing table from an electronic factory that produces motherboards and barebones. We simulate a production case task that needs to flow through workstations of SMT, DIP, and PCG. The workstations have 4, 3, 3 parallel assembly lines separately, and each workstation has 15 jobs to schedule. For the earliness and tardiness cost functions, we designed three functions for the jobs according to their priorities:

1. For low priority jobs, we define:
   \[ \alpha_i(E_{si}) = 2 \quad \text{and} \quad \beta_i(T_{si}) = 5 \]

2. For general jobs, we define:
   \[ \alpha_i(E_{si}) = 2E_{si} + 2 \quad \text{and} \quad \beta_i(T_{si}) = 5T_{si} + 5 \]

3. For high priority jobs, we define:
   \[ \alpha_i(E_{si}) = 2E_{si} + 2E_{si} + 2 \quad \text{and} \quad \beta_i(T_{si}) = 5T_{si}^2 + 5T_{si} + 5 \]

The weights of machine setup cost and machine idleness cost are set as: \( \gamma = 40 \) and \( \lambda = 80 \). Therefore, for each workstation, the fitness function is as follows:

\[
F(C, d, U, R) = \sum_{i=1}^{15} [\alpha_i(E_{si}) + \beta_i(T_{si})] + 40U_s + 80R_s
\]

We set the number of evolutions as 50, and set the number of populations in each generation as 50. Fig. 7 shows our results after 10 test runs with four possible combinations with regard to whether the selection or bounce steps are chosen:

![Fig 7. The Distribution of Best Solution in Different Runs](image-url)
Table 1 shows the average and standard deviation of fitness function values with regard to the two additional steps:

<table>
<thead>
<tr>
<th></th>
<th>Normal Genetic Algorithm</th>
<th>Add Selection Step</th>
<th>Add Bounce Step</th>
<th>Add Both Selection and Bounce Steps</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average Fitness Function Value</td>
<td>1.12</td>
<td>1.03</td>
<td>1.04</td>
<td>1.00</td>
</tr>
<tr>
<td>Standard Deviation of Fitness Function Values</td>
<td>21.18</td>
<td>5.07</td>
<td>2.55</td>
<td>2.11</td>
</tr>
<tr>
<td>(Standard Deviation) / Average Fitness Function Value</td>
<td>15.33%</td>
<td>4.02%</td>
<td>2.00%</td>
<td>1.71%</td>
</tr>
</tbody>
</table>

From Table 1, we find that both selection and bounce steps help lower the average fitness function values. In addition, they also help reduce the standard deviation of the fitness function values. When both steps were added, the result is the best of the four combinations.

Our results with 20 runs were crossly compared with those applied with Cheng’s algorithm with regard to whether the allocating genes are distinguishable or identical. The comparisons are shown in Table 2 and Table 3 below:

<table>
<thead>
<tr>
<th>Allocating Genes</th>
<th>Distinguishable</th>
<th>Identical</th>
<th>Allocating Genes</th>
<th>Distinguishable</th>
<th>Identical</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ratio of Average Fitness Function Value</td>
<td>1.000</td>
<td>1.004</td>
<td>Ratio of Average Fitness Function Value</td>
<td>1.000</td>
<td>1.049</td>
</tr>
<tr>
<td>(Standard Deviation) / Average Fitness Function Value</td>
<td>2.02%</td>
<td>1.91%</td>
<td>(Standard Deviation) / Average Fitness Function Value</td>
<td>5.39%</td>
<td>6.46%</td>
</tr>
<tr>
<td>Best Fitness Function Value</td>
<td>119</td>
<td>120</td>
<td>Best Fitness Function Value</td>
<td>120</td>
<td>121</td>
</tr>
<tr>
<td>Worst Fitness Function Value</td>
<td>127</td>
<td>127</td>
<td>Worst Fitness Function Value</td>
<td>137</td>
<td>151</td>
</tr>
</tbody>
</table>

We observe that in applying both our and Cheng’s fitness functions, the results with distinguishable allocating genes are better than those with identical allocating genes. That is because the distinguishable allocating genes could make the approximate solution fluctuate more easily so that good result would appear faster. In addition, our fitness function limits the deviation among genes, and that brings the solutions close to the optimal solution. In both the distinguishable allocating genes and identical allocating genes cases, our algorithm produced smaller fitness function values, for both the average and the worst cases.

We also compare the average performance factors of total processing time, total tardiness time, and total idleness time in our algorithm for the cases regarding whether the fitness function take the machine setup and machine idleness cost into consideration. The tests are run 20 times, and the result is shown in Table 4 below:

<table>
<thead>
<tr>
<th>Whether Consider Machine Setup and Idleness Costs</th>
<th>Total Processing Time</th>
<th>Total Tardiness Time</th>
<th>Total Idleness Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>No</td>
<td>311.810</td>
<td>10.700</td>
<td>27.810</td>
</tr>
<tr>
<td>Yes</td>
<td>307.200</td>
<td>10.410</td>
<td>23.220</td>
</tr>
</tbody>
</table>

It is obvious that the consideration of machine setup and idleness costs helps in producing better scheduling results.
5. Conclusion

Too many factors need to be checked for the production scheduling of parallel machines. Solving this problem through traditional optimization algorithms, like dynamic programming, takes too much computing time. That is impractical and not economical. On the other hand, solving through the heuristic rules often produces solutions not close to optimal solutions, due to considering too few factors. We proposed a genetic algorithm solution for this problem, with newly designed genes, evolutionary mechanism, fitness function, and additional steps of selection and bounce in the algorithm. We also applied real production data to verify the effectiveness of our solution.

More specifically, the two steps of selection and bounce were added to the traditional genetic algorithms to speed up the search of the approximation solution. We replaced the identical allocating gene in Cheng’s algorithm with distinguishable allocating genes, which are the symbol ‘*’ subscripted with a distinct number to assign jobs to machines. Our design of the evolutionary mechanism allowed these distinguishable genes to change positions. When there are no job genes between two allocating genes, the corresponding machine will be idle in the schedule, so that machine setup cost and human resource cost could be saved. In the fitness function, we included the consideration of machine setup and idleness costs. In reality, more factors should be taken into consideration, and this could be a future research topic. The additional bounce and select steps in our amended algorithm did improve the performance of the algorithm. In addition, the parameters and weights in the fitness function were determined by the requirements and job priorities. They need helps from domain experts and prior experiences. That makes the learning curve of the system high in the beginning.

The following are the future research topics:

1. defining new modules of genetic algorithms for production scheduling:
   The definition of genes and the evolutionary mechanisms could be further refined to make the probabilistic nature of the genetic algorithms more explicit. More factors should be considered for the fitness function to reflect the real production environment. Also, use of genetic algorithms for job scheduling of other types of production machines could be studied.

2. improving the structure of the genetic algorithms:
   In our algorithm, we bounce back to the initial solution to jump out of local optimum. Other methods could be investigated for solving this problem.

3. application of the genetic algorithms in other fields:
   Genetic algorithms could be applied to many other NP-complete and NP-hard problems, like routing, pattern recognition, prediction, equipment arrangement, etc. How to properly modify the genes and evolutionary mechanisms to fit these problems would be very interesting research topics.
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