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Abstract

Unlike other studies that concentrate on country-level data for the openness and growth relations, this study
investigates the validity of the relations for 21 provinces in China. Based on a production function, a linear regression
model is specified to examine the effects of increasing openness on GDP growth in each province. To further
investigate the short-run dynamic causal orderings between the two variables, a Granger causal model is constructed.
For the robustness of the results, different lag lengths and alternative openness measures are further employed for each
province. For east coastal provinces in China, increasing openness is found to have positive effects on output growth,
and some of'the positive effects are statistically significant. For inland provinces, however, the increased openness is
found to have negative effects on GDP growth.

1. Introduction

The new interest in openness of an economy has re-ignited the debate on the openness and growth relations. The
‘new’ growth theories suggest that increasing openness of an economy have a favorable impact on economic growth. A
country's openness to the world trade improves domestic technology, and hence productivity rises (Grossman and Helpman,
1991; Romer, 1992; Barro and Sala-i-Martin, 1995). Many cross-country studies provide evidence that increasing openness
has a positive effect on GDP growth (Barro, 1991; Edwards, 1992, 1993, 1998; Sachs and Warner, 1995; Sala-i-Martin,
1997; Frankel and Romer, 1999, among others), whereas some studies indicate that robust positive relationships are difficult
to find (Levine and Renelt, 1992; Harrison, 1996; Harrison and Hanson, 1999; O’Rourke, 2000, among others).

It is the increasing openness of a national economy that has been of central importance in economic growth. Yet
provinces which do well in their trade performance also seem to do well in economic growth of the provinces. This co-
movement between trade openness and provincial economic growth widely recognizes the importance of a foreign sector to
provincial economies. What is the nature of this link? Is the openness-growth relation valid even for provincial economies?
A number of studies have investigated regional economic development using state-level or provincial data (e.g. Smith, 1990,
and Riefler, 1991, for the United States; Helliwell, 1996, and Rowlands, 1996, for Canada; and Prime, 1992, Perkins, 1997,
and Lin, 1999, for China). No research, however, has been done for the policy implication of the openness-growth relations.

This paper aims to answer this question using provincial data in China. Some of the provinces, especially in east

coastal areas, have achieved remarkable economic growth over the last two decades, and this growth has been accompanied



by persistent trade openness of the provinces. In particular, textile, industrial machinery, and electronics are major exporting
industries in these provinces. The east coastal provinces are all outward-oriented economies, and hence the sources of high
provincial economic growth are a matter of concern in these provinces. Employing cross-provincial data in China, Lin (1999)
estimated the output effects of provincial exports within a structural model and found substantial effects of exports on
economic growth in China. However, export expansion does not necessarily indicate increasing openness of provincial
economies. Some provinces in China have been protected economies but expanded exports substantially. In addition, this
sort of cross-sectional study cannot identify province-specific differences in China. Many east coastal provinces are rich and
more open to trade, while most inland provinces are still underdeveloped. Their socio-economic characteristics may also be
quite different among these provinces. It thus appears that the impact of trade openness must be studied on a province-by-

province basis in China.

2. Data and Unit Roots

2.1 Data Sources

For each province, annual time-series over the period 1978 - 1998 are used for the analysis. The data begin in 1978
since an open-door policy has been implemented in China from this period. The data used for the analysis are the real gross
domestic product (GDP) in each province, in 100 millions of Chinese yuan,' deflated by the consumer price index in each
province (1995=100), and the (exports + imports)/GDP ratio as a proxy for the degree of trade openness (OPEN) in each
province.”> Based on a production function, real capital formation (K) and total employment (L) are also included in the
model as control variables and allow to influence output growth.

The provincial data for all variables used are taken from the Statistical Yearbook of each province. There are total
27 provinces and 4 municipalities in China. Among them, 18 provinces and 3 municipalities are estimated for this study
because time consistent data are not available for the rest of the provinces and municipalities. The data for exports and
imports available in U.S. dollars were converted to the same currency in Chinese yuan using the nominal exchange rate that
was obtained from International Financial Statistics. For the price level, the retail price index was used for some provinces
if the consumer price index was not available. Different base years in different provinces were unified to the same base year

(1995=100).

2.2 Unit Root Test

Because choice of a wrong transformation or failure to account for nonstationarities has far-reaching consequences



in interpreting the time series model, a unit root test is conducted to evaluate whether the time series used are difference-
stationary or trend-stationary. As indicated by Nelson and Plosser (1982), if the series are trend-stationary, use of levels with
inclusion of a time trend will meet stationarity; if the series contain unit roots, differencing often converts the process to a
stationary one. The stationarity of the series used is investigated by employing the unit root test developed by Fuller(1976)
and Dickey and Fuller (1979).

For the augmented Dickey-Fuller unit root test, each variable is regressed on a constant, a linear deterministic time

trend, a lagged dependent variable, and q lags of first differences:

Xt =a+b TIME + rho Xt-l + dl (Xt-l - Xt_z) + ...+ dq (Xt-q - Xt—q-l) + U, (1)

where X is the level of the variable under consideration. Following Schwert (1987), the lag length, q, is set at 2 years, so
that residuals u, can be white noise. The marginal significance levels of the Ljung-Box Q statistics range between 0.76 and
0.99, indicating that the serial correlation of residuals does not appear to be serious. Choice of other lag lengths merely
reduces the significance levels of the Q-statistics.

Table 1 present the results of the unit root test in levels. All series are transformed to natural logs, and the model
for each variable is estimated by least squares. The numbers are t-values under the null hypothesis Hy: rho=1. In most cases,
the null hypothesis of one unit root cannot be rejected at the 5% significance level. Although there are a few exceptions in

Fujian, Hebei, and Anhui, nonstationary individual series may turn out to be stationary if transformed to first differences.

2.3 Cointegration Test

Engle and Granger (1987), however, state that nonstationary individual series can be cointegrated if the two
nonstationary individual series are combined together and turn out to be stationary. In such a case, the formulation in
differences may cause model misspecification because a linear combination of nonstationary individual series may itself be
stationary in levels. Utilizing the technique of Engle and Granger (1987), the cointegration test is performed by regressing

the following two equations separately.’

X1t = b1 + by TIME + b3 X3¢ + by X3¢ + bs Xy + 1 2

U =rho ueg + di(Ueq - Ue)+ .+ dq(ut-q - ut—q-l) + vy, 3)

where Xj, i=1, ..., 4, are the levels of the variables under consideration, and u; and v, are white-noise disturbance terms. The
residuals u; from the cointegrating regression (2) are used for the augmented Dickey-Fuller test of the residuals in equation

(3). The unit root regression uses the same lag length (q=2) as in the unit root test.



Table 1 also reports the results of the cointegration test for each series. Since the test statistics are in most cases
smaller than the critical value, we cannot reject the null hypothesis of no cointegration at the 5% significance level.
Although there is one exception in Jiansu, a linear combination of GDP and other model variables does not share a common
stochastic trend over time. Thus, first differencing is appropriate for data transformation, and it is not necessary to include

error correction terms in the model.

3. Basic Results
Having characterized the difference-stationarity of the data, the effects of openness on economic growth are
estimated using a regression model. The regression model is specified based on a production function. Assuming constant

returns to scale across all inputs used, the production function can be written as:

Y =f(K,L, T), “)

where Y represents output, K stands for capital input, and L is labor input. Technology (T) is then assumed to be dependent

of the openness of an economy, among others:

T = f(OPEN), (5)

where T represents domestic technology, and OPEN stands for the degree of openness of an economy. If an economy is
more open to the world, the domestic economy will be more active in international trade. In other words, foreign goods and
services will be imported with less restrictions and barriers. In this case, imports of goods and services from industrialized
countries introduce new technology to the domestic economy, and hence productivity rises.

An empirical model is thus specified as:

yi=bi+byk +bsL; +by OPEN; +u, (6)

where y = real GDP, k = real capital formation, L = total employment, and OPEN = trade/GDP ratio, and residuals u,. As
noted earlier, all model variables are measured in first differences of logarithm. Following a conventional method, OPEN is
measured in levels because the trade/GDP ratios are in most provinces less than one.

Table 2 shows estimation results of the model for each province over the period 1978-98. Since serial correlation is
a most common statistical problem in time series data, Durbin-Watson (D-W) statistics are reported in the table together with
adjusted R%. If the D-W statistics are not close to two, the lagged dependent variable GDP,, is included in the model to

reduce the first-order serial correlation. In this case, Ljung-Box Q statistics are employed to check with higher-order serial



correlation problems that may exist in the model. For most provinces, the serial correlation problem appears not to be
serious. D-W statistics are in most cases close to two, and the significance levels of Q statistics are also greater than 10% for
the provinces that include GDP, as an additional regressor.

First of all, the growth rate of capital input (k) has, in most provinces, significant positive effects on output growth
at the conventional significance levels. The significant effects of k are a sharp contrast with insignificant output effects of
labor input (L) in most provinces. The results thus suggest that China is, in general, a labor-intensive country in which
capital is more productive and significant than labor in most provinces. Second, increasing openness to trade has positive
effects on output growth for most east coastal provinces. Among them, about a half of the provinces that include
Guangdong, Fujian, Hebei, Tianjin, and Heilongjian show that the positive effects are statistically significant at the
conventional significant levels. Not surprisingly, however, in most inland provinces, increasing openness is found to reduce
GDP growth, and some of the negative effects are statistically significant for the provinces including Hubei, Guizhou, and
Qinghai. The significant negative effects appear to be consistent with the argument of Aitken and Harrison (1999) and
Levine and Renelt (1992) that the increased international competition due to openness may cause domestic investment to
decline and its decrease would be greater than an increase in capital inflows from abroad. In this case, net investment falls,

so does the output.

4. Granger Causality

To further investigate the short-run dynamics, their causal orderings between openness and growth are investigated
in a Granger causal model. Granger (1969) defines the causality such that x causes y if the prediction of y can be improved
with the help of past values of x.* Based upon the definition of Granger causality, a simple bivariate autoregressive (AR)

model is specified as:

P q

Yt =CF Zicq 0 Yei T Zij=t By Xej + U (7
r S

Xt = €+ Zict Vi Xei + Zj=1 05 Ve + Vi )

where y is real GDP and x is the trade/GDP ratio; u and v are serially uncorrelated white noise residuals; and p, g, r, and s
are lag lengths for each variable in each equation. To determine the causal orderings, the Granger test employs the F-
statistics within a framework of restricted and unrestricted models. Granger causality may run from x to y if the past values
of x have significant effects on y in equation (7). For one-way causality from x to y, a sufficient condition would be that the

effects of y should be insignificantly different from zero in equation (8). Similarly, Granger causality will run backward



from y to x if the null of no causality is rejected in (8), but not in (7). A bidirectional causal relationship can be supported if
the null is rejected in both equations (7) and (8).’

Table 3 shows the results of the Granger test with common lag lengths for all variables. Although the sample
period begins from 1978, estimation begins from 1980 and 1981, respectively, due to different lag lengths used. Thus, the
degrees of freedom reduce by two in each model. The lag length longer than 2 years is not used here, since the degree-of-
freedom problem appears to be serious. When the model includes only one or two lags for both variables, the Ljung-Box Q
statistics indicate that the serial correlation problem is not serious.’

For most provinces, trade openness does not appear to Granger-cause output growth. The F statistics are, in
general, insignificant at the conventional significance levels. There are a few exceptions. For Hebei, Heilongjiang, and
Hunan, increasing openness Granger-causes GDP growth at the conventional significance levels. The results of the first two
provinces are consistent with the findings in Table 2. For most provinces, however, policy implications from the results in
Tables 2 and 3 are slightly different perhaps due to contemporaneous relationships in the regression model; however, the
Granger-causal model uses only past values of openness that appear not to precede current GDP growth in most provinces.

For the robustness of the results, Tables 3 further employs an alternative openness measure. Following Romer
(1993), the import share in GDP is used as a proxy for openness of an economy. Since even protected economies like Japan,
Korea, and China have expanded exports to other countries, the import share in GDP removes the export share from total
trade. Unlike trade share in GDP, the import share reveals import penetration that represents the degree of a country’s
openness. When the imports/GDP ratio is used as an alternative openness measure, a reverse Granger causality is found
from GDP growth to openness in several provinces including Shanghai, Shandong, Shanxi, Liaoning, and Sichun. Other
than that, the causal relationships, particularly from changes in openness to GDP growth, are in general insignificant at the

conventional significant levels.

5. Summary and Conclusions

Unlike other studies that concentrate on country-level data for the openness and growth relations, this study
investigates the validity of the relations for 21 provinces in China. Based on a production function, a linear regression model
is specified to examine the effects of increasing openness on GDP growth in each province. To further investigate the short-
run dynamic causal orderings between the two variables, a Granger causal model is constructed. For the robustness of the
results, different lag lengths and alternative openness measures are further employed for each province.

For east coastal provinces in China, increasing openness is found to have positive effects on output growth, and

some of the positive effects are statistically significant. The findings of short-run positive output effects appear consistent



with the new growth theories that increasing openness has a significant positive impact on output growth. These findings are
not surprising because major exporting and importing industries in China are located in east coastal provinces. The increased
openness in these provinces will enhance domestic technology, which in turn stimulates productivity. In this case, provincial
economies grow. For inland provinces, however, the increased openness is found to have negative effects on GDP growth.
The negative effects are perhaps due to the lack of international competitiveness of inland provinces. In particular, some
inland provinces are not strong enough to compete with new foreign technology, and hence domestic investment of these
provinces may shrink if the economies are more open to the world.

Finally, we stress the importance of including capital and labor inputs when modeling the provincial economies.
For most provinces, the capital input is found to have significant effects on economic growth, whereas the effect of the labor
input is insignificant. These two different effects are broadly consistent with a proposition that China is a labor-intensive
country so that capital is more significant and productive than the labor input.

FOOTNOTES

1. Strictly speaking, GDP means the gross regional product (GRP) in each province.

2. The provincial exports (imports) are defined as total exports (imports) of goods shipped from a province through
its customs office. It thus includes trade between provinces, as well as trade with foreign countries. For example, if the
goods are manufactured in different provinces but shipped out through a particular province, they are considered as exports
of that particular province.

3. One may suggest to use the system based test of Johansen (1988) that has been widely used for multivariate
cases. Hansen (1990), however, pointed out that the power of this test, as well as the test proposed by Engle and Granger
(1987), falls substantially as the size of the system increases. Recently, Gonzalo and Lee (1998) further indicated that the
Johansen test tends to find 'spurious' cointegration if probability approaches one asymptotically. In most of the situations
investigated in their study, the Engle-Granger test is found more robust than Johansen tests.

4. The Granger's definition of causality is, however, not causality as it is usually understood. The Granger
causality is a "precedence’ of one series to another, and some critics suggest to use the term 'precedence’ rather than Granger
causality (Basmann, 1988, among others). In practice, however, we would like to know whether a time series X precedes a
time series Y, or Y precedes X. This is the purpose of Granger causality. Thus, the test for Granger causality can be used
for policy evaluation, but its interpretation should be done with care (Granger, 1988).

5. Tt would be desirable to use a multivariate causal model, e.g. vector autoregressive (VAR) model, but the VAR
model depletes the degrees of freedom quickly if one more variable is included in the model.

6. No attempt has been made to select optimal lag lengths for the causal model, since the degree-of-freedom
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problem is especially serious. For the robustness of the results, different lag lengths have been employed but the results are

materially unchanged.
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Table 1. Tests for Stationarity of Time Series: 1978-1998



Provinces Dickey-Fuller Test Engle-Granger Test

GDP K L Open GDP K L Open
Guangdong -2.78 -2.37 -0.67 -0.99 -1.32 -2.54 -1.66 -1.66
Shanghai -0.71 -2.35 -3.18 -3.20 -0.50 -1.73 -3.00 -1.96
Shandong -2.45 -2.36 -2.35 -291 -2.77 -2.48 -2.46 -3.21
Jiangsu -3.22 -3.37 -1.70 -1.08 -4.21 -5.93 -2.38 -3.32
Zhejiang -3.27 -3.32 -2.96 -1.77 -2.70 -4.00 -0.87 -1.59
Fujian -1.21 -3.67 -0.14 -2.06 -2.85 -3.55 -1.69 -2.04
Hebei -2.35 -3.77 -0.19 -2.09 -3.17 -3.31 -2.61 -3.50
Beijing -1.66 -2.13 -0.87 -2.87 -1.63 -2.69 -1.59 -1.83
Tianjin -1.88 -2.17 -2.02 -1.80 -3.03 -2.11 -3.73 -3.45
Shanxi -2.66 -2.88 -2.59 -2.66 -1.64 -3.06 -1.76 -2.79
Anhui -3.68 -3.30 0.28 -2.43 -2.10 -2.63 -1.94 -2.01
Hubei -2.03 -2.08 -0.03 -2.46 -2.58 -2.92 -2.26 -3.14
Hunan -1.03 -2.50 -0.45 -2.32 -1.89 -2.77 -2.15 -2.77
Liaoning -2.23 -1.91 -0.42 -2.53 -0.51 -1.91 -1.73 -2.24
Jilin -2.31 -2.09 0.65 -1.79 -1.80 -2.99 -2.30 -3.21
Heilongjiang -0.79 -3.12 -1.89 -1.88 -2.22 -2.87 -3.13 -3.02
Sichuan -2.30 -2.37 1.74 -2.25 -2.01 -2.08 -1.10 -2.76
Guizhou -1.66 -3.24 -1.18 -2.14 -2.11 -2.67 -2.02 -1.91
Gansu -2.51 -3.03 -1.49 -2.42 -1.59 -2.12 -2.27 -2.61
Qinghai -2.56 -2.11 -2.92 -2.15 -1.37 -1.43 -2.30 -3.29
Shaanxi -1.72 -1.74 1.23 -2.92 -3.88 -2.79 -3.51 -2.44
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Table 2. Regression Results: GDP as a dependent variable, 1978-1998

Provinces GDP,, K L Open AdjR* D-W Q
Guangdong -0.42 0.30 2.41 0.02 0.48 1.82 13.70
(0.19)*  (0.09)* (1.19)* (0.01)+ (0.12)
Shanghai 0.48 -0.01 0.79 0.08 0.24 1.62 6.85
028+ (0.07)  (0.76)  (0.08) (0.65)
Shandong 0.41 -0.02  -0.10 0.33 2.03 11.97
(0.12)*  (0.19)  (0.21) (0.28)
Jiangsu 0.06 0.35 0.51 0.18 0.55 2.65 13.24
(0.15)  (0.07)* (1.42)  (0.18) (0.15)
Zhejiang 0.25 0.80 0.05 0.47 1.85 7.78
(0.06)* (0.85)  (0.16) (0.65)
Fujian -0.22 0.22 0.40 0.11 0.36 2.23 14.37
(022)  (0.09)* (0.89)  (0.06)+ (0.11)
Hebei 0.19 0.33 0.67 1.21 0.69 1.93 11.85
(0.14)  (0.07)* (0.96)  (0.63)+ (0.22)
Beijing 0.10 -0.19  -0.14 0.08 1.90 18.33
(0.06)+ (0.39)  (0.13) (0.05)
Tianjin -0.18 0.11 1.89 0.24 0.13 2.52 14.05
(0.29)  (0.06)+ (1.01)+ (0.11)* (0.12)
Shanxi -0.38 0.36 0.49 0.13 0.48 1.84 481
(0.17)*  (0.08)* (0.90)  (0.37 (0.85)
Anhui 0.21 0.61 0.05 0.23 2.10 8.13
(0.08)* (1.16)  (0.45) (0.61)
Hubei 0.29 314  -0.89 0.56 1.91 6.17
(0.06)* (1.27)*  (0.34)* (0.80)
Hunan 0.23 454  -0.55 0.42 2.40 10.75
(0.08)*  (1.76)*  (0.38) (0.37)
Liaoning 0.32 0.21 -0.17 0.52 1.76 7.26
(0.07)* (0.44)  (0.23) (0.70)
Jilin 0.06 0.21 -0.64  -0.13 0.03 1.71 14.28
(0.23)  (0.12)+ (0.51)  (0.26) (0.11)
Heilongjiang 0.10 0.89 0.38 0.09 2.16 9.90
(0.10)  (0.60)  (0.17)* (0.44)
Sichuan 0.57 -0.18  -0.07 0.64 1.94 15.10
(0.10)*  (0.54)  (0.25) (0.12)
Guizhou -0.32 0.24 0.21 -1.13 0.35 2.12 9.6
(021)  (0.08)* (0.84)  (0.59)+ (0.37)
Gansu 0.38 0.49 0.13 0.41 2.09 8.24
(0.09)*  (0.34)  (0.43) (0.60)
Qinghai -0.21 0.13 0.44 -0.74 0.24 222 8.92
(0.18)  (0.05)* (0.76)  (0.44)+ (0.44)
Shaanxi -0.07 0.18 0.42 -0.08 0.22 1.89 4.13
(0.20)  (0.06)* (1.40)  (0.33) (0.90)

11



Table 3. Granger Causality: 1978-1998

12

Provinces Hy: GDP <—x— Open Hy: GDP —x— Open
1 Lag 2 Lags Imp/GDP 1 Lag 2 Lags Imp/GDP
Guangdong 0.04 0.06 0.01 0.01 0.16 0.35
(0.82) (0.93) (0.98) (0.89) (0.85) (0.70)
Shanghai 0.35 0.90 1.34 0.79 0.94 3.00
(0.26) (0.42) (0.29) (0.38) (0.41) (0.08)+
Shandong 1.34 0.75 0.48 0.17 0.17 3.11
(0.26) (0.48) (0.62) 0.67) (0.84) (0.07)+
Jiangsu 0.21 1.54 2.27 0.02 0.61 0.82
(0.64) (0.24) (0.14) (0.96) (0.55) (0.45)
Zhejiang 0.02 0.78 0.16 0.02 0.08 1.74
(0.88) (0.47) (0.85) (0.96) (0.92) (0.21)
Fujian 0.55 0.74 0.44 0.81 0.99 1.91
(0.46) (0.49) (0.64) (0.37) (0.39) (0.18)
Hebei 11.31 1.92 0.29 0.32 0.39 0.88
(0.01)* (0.18) (0.75) 0.57) (0.68) (0.43)
Beijing 0.14 0.27 0.35 0.92 1.72 1.14
(0.71) (0.76) (0.70) (0.35) 0.21) (0.34)
Tianjin 0.38 0.10 0.13 0.53 1.16 0.74
(0.54) (0.90) (0.87) 0.47) (0.34) (0.49)
Shanxi 0.02 0.14 0.62 0.04 0.56 3.73
(0.87) (0.86) (0.55) (0.83) (0.57) (0.05)*
Anhui 0.06 0.73 2.10 0.28 0.09 0.42
(0.79) (0.49) (0.16) (0.59) (0.91) (0.66)
Hubei 0.16 0.54 0.26 0.24 0.77 0.20
(0.68) (0.59) (0.77) (0.62) 0.47) (0.81)
Hunan 3.32 0.59 0.68 0.12 0.23 0.69
(0.08)+ (0.56) (0.52) (0.73) (0.79) (0.51)
Liaoning 0.90 1.03 1.51 0.09 0.06 6.31
(0.35) (0.38) (0.25) (0.76) (0.93) (0.01)*
Jilin 0.09 0.20 0.71 0.16 0.03 0.94
(0.76) (0.81) (0.50) (0.68) (0.96) 0.91)
Heilongjiang 2.04 2.78 3.77 1.32 0.76 0.55
0.17) (0.09)+ (0.05)* (0.26) (0.48) (0.58)
Sichuan 0.04 0.04 0.01 1.70 0.62 2.69
(0.82) (0.95) (0.98) (0.20) (0.54) (0.10)+
Guizhou 2.79 2.35 1.88 0.19 0.05 0.12
(0.11) (0.13) (0.19) (0.66) (0.95) (0.87)
Gansu 0.20 0.27 0.36 0.17 0.35 0.82
(0.65) (0.76) (0.70) (0.68) (0.70) (0.45)
Qinghai 0.88 0.18 0.05 0.30 0.09 0.04
(0.36) (0.83) (0.95) (0.58) (0.91) (0.95)
Shaanxi 0.79 1.45 1.81 2.03 1.15 0.88
(0.38) (0.26) (0.20) (0.17) (0.34) (0.43)
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