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ABSTRACT

The Economic and Financial crisis of 2007/2008 teca wide spread domino effect that destabilizesl th
banking systems in the European Union countriess Tase study documents the transmission and the
influence of macroeconomic shocks on the stabditythe EU banking systems and especially the German
banking system. We use banking indices in ordédeatify various shocks and the periods in whickytivere
incurred. Moreover we decompose our sample intodumsamples, the “poor south” countries and tiah “r
north” countries. So in this case study, as meetipnve focus on the German banking index and ajbyay
difference-in-difference approach. What would be égample the reaction of this banking index durihg
entry period of Greece in the European StabilitycMaism (ESM) and the International Monetary FUMF)

and with what results? With the aforementioned etdéhce-in-difference approach we try to identifg th
consequences, the transmission probability andrresmission channels of shocks in the German hgnki
index.

1. Introduction

The recent financial crisis of 2007 led the bankshe European Union into a period of distress eexiilts

similar to the Great depression of the 1930s. Ppleisod of distress affected banks not only on thalance
sheet results, their credit supply and their incooug also on their stock price returns. Stock retsland stock
markets indices represent the value and the hehlihcompany or the entire sector. Moreover st@rksquite
sensitive to various shocks and information from mthmarket [28, Savor, G.P., 2012]. So with the Usstack

performance and stock returns we can measure fine #fat causes a shock on banks stock index.

In this paper we examine the behaviour of a spe@tnel econometrics method — the differences-in-
differences approach (hereafter caltéfi-in-diff) which was developed by Rajan, R.G. and ZingalaeR7]
(1998). We apply thdiff-in-diff approach in a banking performance and sustaibabiintext via using stock
market returns for the first time; where in thistance the latter works as a proxy of the ovemtfqgmance
and returns of the banking sector in specific coest This method has been applied recently in dabo
economics, econometric modelling, developmental gmavth economics, banking performance in terms of
balance sheet results, in agricultural economictetims of productivity and more broadly in socielesces
[29, Shadish et al. (2002)].
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Furthermore, in the specific context under investan, we examine the performance of the method for
different frequencies of the time series elemerthefpanel data (annually, quarterly and monthhg) #or two
different types of the treatment effect: permaremd transient. The results of this effort are &adtery and
provide new evidence on using ttiié-in-diff in stock prices with different frequencies and tlgle introducing
transient treatment effects.

The remaining of the paper is structured as follo8esction two covers the relevant literature. S&cthree
describes thealiff-in-diff method. Section four provides information in theirses for our data while section
five presents the empirical analysis and a shaxudision of the results. The paper ends with wrappp the
conclusions and highlighting avenues for futureagsh.

2. Background Literature

The literature on the financial and banking crisesrich. Many researchers studied the effects of
macroeconomic shocks on the economy and on theatopes of banking systems. For example after the
Lehman Brothers collapse on September 2008, LaamdnValencia (2011) [21] studied the effect of ppli
shocks (e.g. government intervention) on banksnreand moreover the effects of such shocks ondhkitg
sector and on the real economy. Cornett, M. ef28l11) [12] study the way that banks managed tingdity
shock that occurred after the 2007 financial crisl®ey show that banks with more cash and depostsaged
the shock better and continued lending without l@mob In a similar manner to the previous, KashyRgjan
and Stein (2002) [19] investigate in their paper éffect that a monetary policy shock could havebanks’
lending.

In their study of banking globalization and intdronal propagation of shocks in 2007 and 2009, @dtpN.
and Goldberg, L. (2011) [11] provide in their rasuévidence that banks with global operations ass |
affected by a possible shock then banks with nobajl operations. Also they show that the interradital
market of global banks could be a possible chaohshocks propagation to their affiliates betweenntries.
Canova, F. and Pappa, Evi (2007) [9] investigatedtiects and the impact of a possible fiscal shmthkhe
fiscal policy. Calomiris and Mason (2003) [8] stutiy US Great Depression and the real effectsctigs had
on banks.

The existing literature on stock prices analysesitfpact that information, credit, liquidity, lemdj and other
exogenous shocks could have on stock returns.niartaand Signal (2001) [26] investigate stocks theate
been affected by large prices movements in thesyafat990 to 1992; they obtained their data fromI&Yand
Amex. Jayanti and Whyte (1996) [17] study stocksfrvarious British and Canadian banks in ordemiyse
the effects of a possible failure in other bankaygtems on their stock value. Moreover they shaat blanks
that have big debt are more affected by a possibgenous shock. Madura and McDaniel (1991) [2R]ist
the effects of the announcements of bank loan $oesethe stock prices of 13 British banks. Theyl fihat
British banks with activities in the US banking &ya are more negative affected than banks withdeBsities

in the US banking system. Karafiath, Mynatt and t8rit991) [18] investigate the effects of the Bliani debt
moratorium (1987) on 46 US Bank stocks. In the sam@ner as the previous studies Bremer and Sweene
(1991) [5], Park (1995) [25], Brown, Harlow and iTirf1988) [6] and Atkins and Dyl (1990) [2] invegdite in
their papers the effect of exogenous shocks orkstetarns. Savor, P. (2012) [28] analyses the efédche
information on stock returns. He shows that if amestor receives information about a company then h
underreacts to this; if he receives informationt tea@aused by a shock than he overreacts.

In the banking crisis literature tlugff-in-diff method is used as an identification strategy. firseeffort of the
method was made by Obenauer and von der Nienbui®1b [24] in order to study employment effects in
minimum wage in Oregon. Card, D. and Krueger, A(B994) [10] also used this approach in Labour
economics in order to find if a change in New Jggsminimum wage at fast food restaurants affected o
changed the employment rates in fast food rest&irarPennsylvania and respectively in New Jerketheir
results they show that the employment is not gtinge affected by a possible rise in the minimungeva

The actual model was developed by Rajan, R.G. amghles, L. (1998) [27]. They investigate whethenot
industrial growth was affected by financial secti@velopment. Duygan-Bump et al. (2012) [14] stuly t
impact of the Asset-Backed Commercial Paper Moneykigt Mutual Fund Liquidity Facility (AMLF) on the



Net Flows into the Money Market Mutual Funds (ABCR) their results they show that the evaluation of
AMLF affected effectively the Money Market Mutualirds (ABCP) and also the ABCP yield. Beck, T. (2003
[3] compares in his study the market-based systéim bank-based financial system and analyse thedmnp
that capital markets and banks have on the econdevielopment. Dell’ Ariccia et al. (2008) [13] irstegates
industrial sector growth is going to be affected yossible financial shock and Levintal, O. (2012]
studies if an income shock on banks’ balance shagteffects on the real economy. Brunnermeier, t\il.e
(2012) [7] uses thdiff-in-diff method in order to examine the relationship of-mtarest banking income pre-
crisis with the stock returns of a bank during ¢hsis.

We employ thaliff-in-diff method in order to test whether the financialisres 2007/2008 had real effects on
banks and especially on their stock prices retfnsthermore we test if this method could be appirestock
indices in order to analyse the influence of thsigrTo the best in our knowledge this is thetfirme that this
econometric method is going to be tested on stockpreturns and also to be applied on differentexts.

3. Method

In this paper we apply thaiff-in-diff method proposed by Rajan, R.G. and Zingales, 29§ [27] in order to
study the influence of an exogenous shock fronfittancial crisis of 2007/2008 on stock price indiceturns.
From the literature we know that this method waslied after a policy intervention or a shock whrelmained
durable after the period the intervention occurrEde most difficult part in our study was to captuhis
intervention in stock indices, because stocks adites are characterized from transient effectsw&alecide
to test our method for two different types of effe¢he permanent or durable and the transienttsfféhediff-
in-diff method investigates the reaction of stock retbeta/een the banking indices and the general stock p
indices. We try to provide evidence that this mdthould be used on stock prices and that the sethdt the
method gives us are satisfactory and significahe basic model that we estimate for our sampleoohtries
has the following form:

Pl = a + fibanksindx_dummys, * crisis_dummy; + &g, (2)

whererPl,., are the (log-differences) stock indices returnsexdtors in countryc and at timet anda is a
constant,banksindx_dummy,. is a dummy variable that equals to one if the @e® banks and zero
otherwise,crisis_dummy, is a dummy variable that equals to one for thersy@®08 to 2012 and zero
otherwise and,; is a stochastic error term. Because we are gasegnore frequencies in the model then for
our quarterly data would represent the period from 2007g4-2009qg2fanthe monthly data from 2007m10-
2009m6. Furthermore we test for different typesreftment effects (shocks), the permanent andrénsient.
The permanent treatment effect represents theratorgonedt; in the case of the transient treatment effect,
represents years 2008 and 2011 for the yearly @864 q4-200992 and 201191-2011g4 for the quartkats
and 2007m12-2009m6 and 2011m1-2011m12 for the rmod#ta. Thes, coefficient (interaction term) shows
the size by which stock indices returns differ e#w bank indices and general stock price indices #ie
exogenous shock (in our case the financial cri§@9@®7/2008, which was started by the failure chBStearns
and the Lehman Brothers collapse). In this casavadd expect thaB; < 0, because of the negative effect on
stock returns following the shock.

In order to capture the relative decrease of bamflices to the general stock price indices andaverage
changes in stock price returns, after the exogesbask, we extent our model and run our regressitmthe
following form:

TPlge = a + pybanksindx_dummys, + B,crisis_dummy; + Bz(banksind gymmy * crisis_dummy)ge +
Esctr (2)

where, as mentionebinksindx_dummy,. andcrisis_dummy, are dummy variablest,represents the time,
with the aforementioned characteristi@s, coefficient is the average pre-shock (treatmeiffgr@nce in the
average price index return between banks indicelsgameral stock price indiceg, coefficient shows the
average change in bank indices returns after thekstireatment). Thg; coefficient is the same with thg
coefficient, as the in model (1), where a negatimd significant; shows the financial crisis (shock in our
case) has greater impact on the specific sectaxitithn the general index. We include in a thegression



model the unemployment rate as a variable, in ai@leee the country-year effect and the possiltiat this
variable is going to affect the returns of the agdi. The third model has the form:

TPlgy = a + pybanksindx_dummys, + B,crisis_dummy; + Bz(banksind gymmy * crisis_dummy)ge; +
unemployment ; + &5 3)

4. Data

The Data for the current Case Study are obtainaah fthe Thomson-Reuters DataStream database. Data o
Bank sector price indices and General stock pru#ices are taken for 3 different European countries
Germany, Belgium and Greece. The general stoclk mmdices are consisting from the “blue chips” camps
which have the biggest market cap in each of thatimeed countries. Germany represents a “rich” mort
country with a strong economy in Europe; Greecedaa the worst way the effects of the recent foman
crisis and represents a “poor” south country witlweak economy, while Belgium is a country placedhe
heart of Europe between the aforementioned two tcdesn The unemployment rate for the three coustise
obtained from the statistical office of the Eurap&iion (Eurostat).

Fama, E., (1965) [15] uses in his study 30 stoaks the Dow-Jones Industrial Average and calculdtedirst
differences of their natural logarithms in orderatwalyse their distribution. Furthermore he clath the use
of log price change has some advantages; thabth@rice change represents the yield during theogef
keeping the stock, and that the log price changerg close to the price change in percentage tadagis, L.
(1989) [16] uses log prices differences in ordecdtrulate the stock returns. In accordance tgtheious we
calculate the returns of the two stock price inglide do so we calculate for each index the firfégknces of
logarithms as follows:

rPI; = log(PI); — log(PI)¢_4, (4)

whererPI, is the logarithmic stock indices returtug(PI), is the logarithm of the index price at the endlay
t andlog(PI);_ is the logarithm of the index price at the endpghevious day — 1.

The sample period refers from 2002 until 2012, fimcbur analysis we use three different frequenayearly
data, quarterly data and monthly data. In ordespecify the exactly recession period that the fonencrisis
occurred and hit the indices as a shock, we memtiar study the recession period defined by thé&ddal
Bureau of Economic Research (NBER). NBER definesrdtession cycle from December 2007 to June 200¢
with duration of 18 months. Brunnermeier, M. et(2D012) [7] uses in their study the aforementiorezkssion
period in order to analyse banks stock returns.

***|nsert Figure 1***
***|nsert Figure 2***
***|Insert Figure 3***

From the above three figure we can verify the reioasperiods in our study. The noise of our indise®lative
constant during the sample period except from twdops that a large dip incurred. The financiakieri
displays significant movements during the year2@»8 and 2011. The first dip in 2008 was causedhby
failure of Bear Stearns and the Lehman Brotherkapgsé with negative consequences in Europe. Thendec
dip in 2011 was caused in Europe because of tlaadial problems that EU countries faced during aftelr
the recession of 2007, and furthermore by Eurojpelility in order to address these specific proide

If we go down from the yearly time path (Figuret@)the monthly time path (Figure 3) then the twoiqus
become more visible. As mentioned we test threquigacies, from the above figures we can confirm the
recession period by NBER, so the dates used foy¢hely data are 2008 and 2011, for quarterly dietan
200794-2009g2 and 20119g1-2011g4 and for monthly fitatn 2007m12-2009m6 and 2011m1-2011m12.



5. Empirical Results — Discussion

The recent financial crisis was transmitted aroth@countries of the EU and several stock marketsedses
abruptly. Some EU countries faced deeper problentedair economy and asked for rescue in the EUthad
IMF (in our sample Greece). The method used in plaiger is a simple version of tléf-in-diff approach.
Levintal, O., (2013) [22], Dell'Ariccia et al. (280 [13] and Krozner et al. (2007) [20] used in tretudies this
approach in order to define the effects of therfaial crisis on banks.

***|nsert Table 1***

In our empirical analysis we examine the effect tauses the financial crisis as an exogenous sluockhe
returns of banks sector indices. In Table 1 weenethe regression results of wié-in-diff model with annual
data. In column 2 we estimate the basic model itl) tae results show that the coefficient of thenattion
term in the permanent treatment is negative amufgignt at the 1% level, indicating that banksteeceturns
rely more heavily on exogenous shocks (the findnmigis) than the returns of general sector inslide
columns 3 and 4 we include the unemployment agiabla of the country-year effect. The resultsha third
(3) model show us no significant changes and thdeaindid not perform better. For this reason we rid
include this variable in the other regressions. &éigg the second type of treatment effect we destee
transient effect, the results in columns 5 and @ashs a negative and significant interaction tetntha 1%
level confirming our hypothesis for a negative arghificant interaction terngs < 0). Furthermore we show
that the R-squared is bigger in the transient itmeat effect model in addition to the permanentaffaodel,
and that is because we capture the two dips imthees better and the results given are stronger.

***|nsert Table 2***

In Table 2 we present the estimates, tested inteplydata from the period of 2002 to 2012. In geegmanent
treatment effect (columns 1 and 2) the results rgiwe column 2 show us a negative and significAnt
coefficient at the 1% level. In column 3 and 4 presented the results of the transient treatmédectteiodel
and we can conclude that in both columns the iotena term is negative and significant at the 108d 4%
level, respectively. The results of the monthlyadate presented in Table 3, the results giveniaméas to the
quarterly data but with smaller R-squared becatfiskeeoused frequency in our sample. The interadigom is
also negative and significant at the 1% level iluems 2 and 4 and negative and significant at #hddvel in
column 3.

***nsert Table 3***

In the basic version of thaiff-in-diff model the regression coefficients were statisgghificant (at 95%), so
we were able to confirm that the tested methodbmmpplied in this new context of banking perforoen
where the latter is measured in terms of stock ptasé&ctor returns.

We observed that the method runs satisfactorilgllinhe three aforementioned frequencies of thets®@ries
element of our panel data. As expected gheoefficients get smaller absolute values for higinequencies;
thus theB-coefficient for annually data is larger from thecoefficient for quarterly data and even largemtha
the B-coefficient for monthly data as the latter capsutiee cumulative effect of one trading month whiie
former of three and twelve months respectivelytfi@mmore, as we show, the R-squared is smaller when
method runs on monthly data, gets higher when tathod runs on quarterly data and even higher when t
method runs on annually data; this is also welleexgd that as the higher the frequency of the tthetanore
noisy these are, and thus less variance can baiegglfrom the fitted models.

When we added in our model one country-specifieaff(i.e. the unemployment rate in the respective
countries) then the model (3) did not perform mbetter, but this could be expected as in the ecasom
literature there is ambiguous evidence on the imphanemployment in the stock market. However \agen
not tried other country-specific or sector-specifariables as to be included in the third versibow model,

we leave this step for future research.



As far as the effect of the treatment type, we hHustrated that the method not only works forpanent
treatments, but also in transient treatment angumncontext it seems to work better; this is alsmes as no
surprise as we knew from economic theory that thekimg crisis was of transient nature and in faet w
experienced a double-dip in 2011 and a triple-diparly 2013, as these lines were written.

6. Conclusion and further research

In this paper we studied the effects of an exogsmstck (e.g. the financial crisis of 2007/2008}mee bank
sector country indices and find that banks are mffexted by a shock in comparison to the gend¢oaksrice

index which is consisting by the “blue chips” comgs. We find evidence that tlgff-in-diff method runs
satisfactory in our test and that our hypothesisaafiegative and significar?-coefficient is going to be
confirmed. Furthermore, in this study we testedfierfirst time the performance of tdef-in-diff method:

* In the context of banking performance, measuraéturns, using stock market data
» For different frequencies of the time series elenoéthe panel data: yearly, quarterly and monthly.
* For two different types of the treatment effectrrpanent and transient.

All the above empirical investigation reconfirmetht thediff-in-diff method is a very versatile and robust
method that can be applied in many different castexd with almost any kind of panel data, givingriost
situations useful and insightful results.

In some additional results (that we are not presgnn this journal), we can see that German bamke less
affected in comparison to other two countries —-gitegh and Greece. This is a well-expected resuGasnany
is one of the strongest economies in the Eurozowetlaus it makes sense to be affected less dunegwio
periods of the banking crisis.

As far as the future of similar investigations @mncerned, we propose that the method should bedtdést
Heteroscedasticity on the standard errors using\thiee (1980) [30] correction method. Bertrand let{2004)

[4] mention that the standard errors are charasdrby inconsistence and as a solution they profmsse
placebo interventions in Monte Carlo simulationsorbbver after the implementation of the two presiou
methods on the standard errors, we propose thakfth@-diff method should be tested with higher frequencies
(weekly, daily and intraday), including more typafsfixed effects (country-time, sector-time etcrjdawith
bigger dimension of the panel data, introducingers@ctors (Pharma, Construction, Automobile eted)raore
countries of the European Union or of Global Maské&turthermore thdiff-in-diff method could be compared
with other models, for example tl@anges-in-Changes approach. Th€lC was developed and proposed by
Athey and Imbens (2006) [1] and applies in pan&h @& cross section and gives more prescriptiopsitavhat
the effect of a treatment would be if it were apglon the control group.



Table 1
Main results (annual data)

Regression No. Q) (2) 3) (4) (5) (6)
Permanent treatment effect Transient treatmeateff
(2008+) (2008 and 2011)

Dependent variable: rRl

banksindx_dummy 0.0086 0.0086 0.0127

(0.05) (0.05) (0.14)
crisis_dummy -0.3423+ -0.3432+ -0.7414**

(-1.87) (-1.86) (-5.35)
banksindx_crisis_dummy -0.2716 -0.4941** -0.2716 .2716 -0.6995**  -1.3515**

(-1.05) (-3.23) (-1.04) (-1.04) (-3.57) (-8.38)
unemployment 0.0016 0.0016

(0.09) (0.09)

Constant 0.1882 0.0770 0.1738 0.1738 0.1654** ore88

(1.45) (1.01) (0.87) (0.87) (2.67) (1.74)
Observations 60 60 60 60 60 60
R-squared 0.22 0.15 0.22 0.22 0.71 0.55

Notes: t-statistics in parentheses. The resuthefregressions refers to annual data. In colummfisafle the regression results by the
permanent treatment effect; in columns 5-6 are rdmilts by the transient treatment effect. In calan3 and 4 we include the

unemployment as a variable (country-specific effedhe crisis_dummy refers to the post treatméfete The banksindx_dummy refers

to the bank indices among the countries.

** significant at 1% level (p<0.01), * significart 5% level (p<0.05), + significant at 10% levex(.10)



Table 2
Main results (quarterly data)

Regression No. (1) (2) (3) 4)
Permanent treatment Transient treatment effect

Dependent variable: rg|

effect

(2007g4-2009q2)

(200794200992 and
2011g1-2011qg4)

banksindx_dummy

crisis_dummy

banksindx_crisis_dummy

Constant

Observations
R-squared

-0.0209
(-0.74)
-0.1124*
(-2.27)
-0.0597  -0.1735**
(-0.85) (-3.65)
0.0130 -0.0065
(0.65) (-0.48)
258 258
0.07 0.05

-0.0027
(-0.09)
-0.1228*
(-3.07)
-0.1091+ 0.2454*
(-1.93) (-5.74)
0.0261 0.0069
(1.29) (0.51)
258 258
0.15 0.11

Notes: t-statistics in parentheses. The resuthefregressions refers to annual data. In colurnhsade the
regression results by the permanent treatmentteffecolumns 5-6 are the results by the transieratment

effect. In columns 3 and 4 we include the unempleytmas a variable (country-specific effect).

The

crisis_dummy refers to the post treatment effebe Banksindx_dummy refers to the bank indices antloag

countries.

** significant at 1% level (p<0.01), * significasat 5% level (p<0.05), + significant at 10% levex(.10)



Table 3
Main results (monthly data)

Regression No. (1) (2) (3) 4)
Permanent treatment Transient treatment effect
effect

(2007m122009m6 and

(2007m12-2009m6) 2011m1-2011m12)

Dependent variable: rg|

banksindx_dummy -0.0078 -0.0009
(-0.94) (-0.10)
crisis_dummy -0.0376* -0.0405**
(-2.54) (-3.29)
banksindx_crisis_dummy -0.0191 -0.0576** -0.0363* 0.0715**
(-0.91) (-4.07) (-2.09) (-6.24)
Constant 0.0044 -0.0024 0.0083 0.0020
(0.75) (-0.59) (1.34) (0.50)
Observations 798 798 786 786
R-squared 0.03 0.02 0.06 0.05

Notes: t-statistics in parentheses. The resuthefregressions refers to annual data. In colurhsade the
regression results by the permanent treatmenttgffecolumns 5-6 are the results by the transierdtment
effect. In columns 3 and 4 we include the unempleimas a variable (country-specific effect). The
crisis_dummy refers to the post treatment effebe Banksindx_dummy refers to the bank indices antloag
countries.

** sjignificant at 1% level (p<0.01), * significamt 5% level (p<0.05), + significant at 10% levex(.10)
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sector index and general stock index in Greece, BB and BELIND represent the bank sector index gaderal stock index in
Belgium and DAXBNK and DAXIND represent the banicte index and general stock index in Germany.
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