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ABSTRACT

Day ahead hourly forecasting is discussed in tlipep Two classes of forecasting schemes are
considered for distribution systems. The first suhas based on disaggregation of utility level fast
while the second scheme takes the load (or geopjdtistory and the weather history at any node and
uses multi-linear weighted regression on a suitabighborhood for forecasting. This regressioretlas
scheme is compared with a profile based schemdsaskdown to reduce forecasting error by 50% on
sample data.

I ntroduction

Traditionally, utilities focus on accurate utilityide load forecasts. This helps them plan generatitl
acquire power from the grid to satisfy excess laada timely fashion, thus optimizing costs. By
distribution level forecast, we mean a load (oremeable generation) forecast for every node in the
distribution system. Interest in distribution leviekrecasts is growing recently because of its use i
network management, i.e., scheduled maintenantepriereconfiguration and dealing with unplanned
disruptions.

Two distribution network forecasting schemes amesitered in this paper — top-down and bottom-up.
We assume tree structured distribution networksaleait in North America. In the top-down scheme, we
take the utility-wide forecast and disaggregatdoivn the distribution network based on (time-vagyin



load factors. These load factors themselves aimastd via a regression model. This process yields
forecasts at each node of the distribution network.

In the bottom-up scheme, we take the load (or geioer) history along with the corresponding weather
history at each terminal node of the network, asd it to forecast the load at that node. Then we
aggregate these forecasts up the distribution mkttvee to obtain forecasts at all intermediateasod
Note that if history at an intermediate node isilatse, which is often the case for substationentia
forecast can be directly computed for that nodegistgression.
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regression model on historic data historic data can be considered. consumption profiles for load profile
for load profile estimation. estimation.

Figure 1. Schematic overview of a utility distribution netiko

Finally, we apply the regression method of thedyotup approach to a single node in a real netwodk a
show that it reduces forecast error by approximdiéo over conventional profile based forecasting
methods.



Weighted Local Multi-Linear Regression

Consider a particular node in the distribution retw Let w(d,h) denote a row vector of weather
parameters for day d and hour h at that node. €Tipasameters may include temperature, humidity,
pressure, irradiance, wind speed, etc.)

Let I(d,h) be the actual load (or generation) atdblected node on day d at hour h.

Next, we describe how to construct a forecast dondrrow. Suppose tomorrow's weather forecast for
hour h is wi(t,h). For a pre-specified integer etedmine n weather points from the history w(dta tare
closest to wf(t,h) in some pre-specified measuet these points be w(tt), w(d,h), ..., w(d,h).

Suppose we assign weightta the point w(gh), and U be the diagonal matrix with i-th diagloeatry
given by w Define W to be the matrix with i-th row given bxd,h). Define b to be the column vector of
regression coefficients and | to be the columnaregith i-th component given by l(f). Then b is given

by:

b = (WUW)*'wW'ul
The forecast load If(t,h) for tomorrow at hour hgigen by wf(t,h)b.
Often, the first component of the vector w is sebhe to allow for an intercept in the forecastlloa

In this work, we always choose=1.
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Figure2: Dynamic linear regression using nearest neighbors



Forecasting the L oad Factor

Suppose a node n in the distribution network hddrem g, ¢, ... , G. At hour h of day d, the weather is
w(d,h), and the load atis I.. Then the load factor for nodean day d at hour h is given by:

f(ci, dy h) =1/ (I + b+ ...+ k).

Suppose you are given {(d, h) for all previous d and h. Then, given treatter history, one can use the
weighted local multi-linear regression to forects load factor (instead of the load) for tomorratv
hour h for node ci.

Alter nate Calculation of Load Factor

The previous calculation of the load factor assumesilability of meter readings,ll,, ..., . What if
these readings are not available? In this casecanalisaggregate the forecast z for node n usiag |
profiles of end customers under each nqde ¢

Specifically, redefine; by the sum of load profiles (for the specified hd of all the end customers
under the node.cThen

f(ci, d, hy =z *li/ (11 +12 + ... +IK).

Top-down For ecasting: Disaggr egation

Top-down forecasting works as follows: we startwitie utility-wide forecast at the utility root nedand
use load factors to forecast load at the childrethe utility node. The same process is repeatetieat
children of the utility node, and then further dowle tree until we have a forecast for each custome
node. In this scheme, the load factors at any modg be computed by either of the two methods
described above.

Bottom-up Forecasting: Aggregation

This load forecasting scheme assumes that metingehistory is available for every end customdére
use weighted local regression to forecast the &iagl/ery end customer. These forecasts are thesdadd
up the distribution network tree to obtain foredasteach interior node.

If we use this scheme to forecast renewable geaerahen the assumption is that the meter hisi®ry
available for every renewable source.



Weighted L ocal Regression Forecast: A Real World Example

Historical data for a complete utility network igry expensive to collect and maintain. Even igthi
history were available, periodic network reconfafions must be factored out to obtain meaningful
prediction for internal (i.e., non-end user) nodéshe network. For these reasons, testing ourigtied
scheme on a complete network is not feasible attitiie.

However, we have been able to validate the fordioasi single end-user node as follows. We obtained
the historical load data for an end-user from &tytiThe utility currently forecasts this singlser load
based on its seasonal profile, irrespective ofatbather forecast. We use this profile based foteathe
benchmark to compare against.

First, we augment the load data with the tempeeatimta. This gives us both historical load and
temperature data. Then we use tomorrow’s temperatod the weighted local regression to obtain a
forecast for tomorrow’s load. This is our forecfastthe load. Next, we compare both the abovecksts

— the profile based forecast and our forecast k thié actual load tomorrow. The results showeddhat
forecasting approach reduced the average hourgdsting error from about 16% down to 8%.

Conclusion

We have developed a weather incorporating regnedsésed forecasting model to forecast load and
renewable generation at each node in a utilitysrithiution network. We tested this model on soed r
data and were able to reduce the average houdy leyrhalf.



